


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































INDEX 5 

Data transmission, signal-to-noise ratio, 
18-14 

cri tical, 18-21 
symbols, 18-01, 18-06 
teletypewriter, 18-17 
transfer functions, 18-23 
vestigial sideband, 18-14, 18-28 

D-c generator, transfer function, 20-14 
D-c motor, backlash, 25-57 

transfer function, 20-14 
with inertia load, 20-06 

D-c systems, compensating components, 
23-18 

Dead band, describing function, 25-22 
Dead time, 19-06, 19-14 

sampled data systems, 26-26 
Dead time and rate stabilization, sampled 

data systems, 26-28 
Dead zone compensation, 25-58 
Decibel, gain- conversion, 21-44 
Decoders, 16-07 
Decoding, data transmission, 18-07 

methods, 18-10 
Decrement factor, 19-15 
Delay time, 22-03 

describing function, 25-23 
Delta function, 8-06, 9-07 
Demodulators, modulators and, 20-80 
Descartes rule, 2-04 
Describing functions, 19-20, 25-13 

accuracy, 25-15 
amplitude sensitive nonlinearities 

(table), 25-22 
backlash (d-c shunt motor driving 

load), 25-30 
simplified (high load damping), 25-31 

compensation, 25-50 
complex nonlinearities (table), 25-30 
convergent point, 25-18 
Coulomb friction, simplified, 25-31 
dead' band, 25-22, 25-24 
delay time, 25-23 
divergent point, 25-18 
frequency variant, 25-20 
granularity, 25-23, 25-28 
hysteresis, 25-22, 25-25, 25-27 
limitations, 25-15 
log-magnitude-angle plane representa­

tion, 25-17 
method of equivalent coefficients, 25-35 

Describing functions, motor, acceleration 
limiting, 25-30 

velocity limiting, 25-30 
negative deficiency (types 1 and 2), 

25-22, 25-26 
Nichols charts, 25-51 
Nyquist diagrams, inverted, 25-16 
rapidly varying nonlinearities, 25-50 
relation to frequency response, 25-51 
relay, 25-23, 25-27 
saturation, 25-22, 25-24 
simplifying complex nonlincarities, 

25-34 
stability criteria, 25-15, 25-17 
theory, 25-14 
typical loci (table), 25-19 
variable gain, 25-23, 25-29 

Design charts, relating open loop fre­
quency response and transient re­
sponse, 22-18 

Design procedure, feedback control, 
19-12 

Detectors, error (table), 20-18 
Determinants, 3-08 
Difference, sets, 1-03 
Difference-differential equations, 9-20 
Difference equations, 4-01, 14-70 

analysis of sampled data systems, 
26-09 

difference operator, 4-03 
Laplace method, 4-08 
rules for particular solutions (table), 

4-06 
solution of linear, for sampled data 

systems, 26-10 
Differential equations, 5-01 

characteristic equation, 5-05, 5-13 
complex Fuchsian type, 7-23 
dependent variable missing, 5-09 
first order and first degree, 5-02 
first order but not of first degree, 5-07 
Fourier transforms, 8-16 
graphical methods, 5-15 
Heaviside operators, 8-05 
independent variable missing, 5-09 
integral transforms, 8-07 
integro, 9-18 
isoclines, method of, 5-15 
Laplace transforms, 9-1C 
linear, 5-04 
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Differential equations, numerical meth-
ods, 5-14 

operational methods, 5-07, 8-05 
ordinary, 5-01, 14-55 
partial, 5-20; see also Numerical analy-

sis, differential equations, partial 
Picard, method of, 5-14 
power series, 5-10 
relaxation methods, 5-22 
simultaneous, linear, 5-12 

Heaviside operators, 8-05 
Laplace transforms, 9-14 

singular points, 5-16, 7-22 
step-by-step integration, 5-14 
successive approximations, 5-14 
Taylor series solution, 5-10 
undetermined coefficients, method of, 

5-05 
variation of parameters, 5-06 

Differential operators, 8-01 
Differentiation, numerical, 14-08 

pure, 21-31, 21-33 
Digital data, transmission, 18-05, 18-21, 

18-30 
Digital servo system, 26-20 
Dimsdale arid Clippinger method, 14-60 
Dipoles, 23-15 
Dirichlet problem, 5-20, 10-10, 14-72, 

14-76 
Disturbances, see Noise 
Division, synthetic, 2-02 
Donahue's analytical procedure, 21-52, 

(tables) 21-54, 21-57 
Double description theorem, 3-16 
Duhamel theorem, 8-06 
Duty cycle, 19-18 
Dynamic error coefficients, 19-17, 20-71 
Dzung criterion, 21-10, 21-72 

Echoes, in data transmission, 18-22 
Eigenfunctions, expansion theorem, 6-07 
Eigenvalue problem, 14-28 
Eigenvalues, 3-11, 6-02 

integral equations, 6-02 
problem, variational interpretation, 

6-08 
theorems, 6-06 

Eigenvector, 3-11, 14-28 
Electrical elements (table), 20-08 

transfer functions (table), 20-14 

Electrical systems, equations, 20-02 
Element, 1-01 
Encoding, data transmission, 18-07 
Enskog, method of, 6-13 
Envelope delay distortion, 18-27 

tolerance, 18-28 
Erlang models, 15-76, 15-78 
Error, calculation, 20-74 

characteristics, type 0, 1, 2 systems 
(table), 20-69 

coefficients, 20-70, (table) 20-73 
acceleration, 20-71 
calculation, 20-74 
dynamic, 20-71, 20-74, 20-78, 23-03 
position, 20-70 
relative usefulness, 20-77 
static, 20-70, 23-01 
steady-state, 20-72 
velocity, 20-70 

correctors, (table), 20-26 
detectors (table), 20-18 
sinusoidal applied, 20-71 

Error coefficients, 19-17, 23-12 
and control system types, 23-02 
and zeros, 23-15 
criteria, 19-17 
dynamic, 23-03, 23-04 
ratio, 19-06 
static, 23-01 

Error-correcting codes, 18-11 
Error criteria, mean square, 24-15 
Error-detecting codes, 18-10 
Error functions, 7-26 
Euler constant, 7-25 
Euler-Mascheroni constant, 7-26 
Euler method, 14-57, 14-58, 14-59, 14-67 
Evans, W. R., root locus method, 21-46 
Existence theorem, 5-02 
Extraneous signals, 19-13, 23-09; see also 

Noise 
Extrapolation formulas (tables), 14-57, 

14-58 

Factor theorem, 2-02 
Farkas lemma, 3-16 
Feedback compensation, 25-62 

d-c systems, 23-21 
Feedback control, analysis (table), 19-20 

computers, 19-20 
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Feedback control, basic elements, 19-04 
block diagrams, 20-57 
common performance specifications 

(table), 19-14 
computers, 19-20 
controller, 19-06 
definitions of terms (table), 19-04 
design steps, 19-12 
optimization, 19-19 
performance specifications (table), 

19-14 
symbols (table), 19-01 
symbols alternate (table), 19-11 
synthesis methods (table), 19-19 
system, 19-06 
systems analysis, 20-01 
systems types, 20-66 
terminology (table), 19-01 

Feedback controller, 19-06 
Figures of merit, static error coefficients, 

23-02 
Filters, Butterworth-Thomson, 17-28 

transitional, 17-30 
continuous, response to sampled data, 

26-07 
correlation in a derivative, 17-20 
design data, 17-31 
discrete data, 17-22 
factorization problem, 17-14 
with lag, 17-19 
minimum phase condition, 17-11 

network, 17-12, 17-14 
network synthesis, 17-25 

Cauer method, 17-26 
optimization, alternates to Wiener 

criterion, 17-24 
optimum, 17-02, 17-13, 17-19, 24-16 

decision theory, 17-24 
phase response, of shaping network, 

17-lO . 
power spectrum, see Power density 

spectrum 
prediction, 17-13 

example, 17-16 
nonlinear, 17-25 
time, 17-14, 17-18 

realizable network, 17-11 
symbols, 17-04 
Tchebysheff-Darlington, 17-32 
transfer response, amplitude, 17-12 

Filters, transfer response, of the optimum, 
17-13 

First order systems, Laplace transform 
pairs (table), 20-34 

responses, 20-36 
Floyd's procedure, 22-44 
Focal point, 25-38 
Fourier, coefficients, 8-11 

cosine, integral, 8-15 
series, 8-11 
transform, 8-15 

integral, 8-09, 8-15 
series, 8-10 
sine series, 8-11 

transform, 8-15 
transforms, 8-09, 8-16 

convolution, 8-12, 8-16 
exponential, 8-16 
finite, 8-lO, 8-12 
inverse, 8-12 
properties, 8-16 [18-23 

Fourier transform, data transmission, 
Fredholm, integral equation, 6-01, 6-06 
Frequency domain, noise, 24-12 
Frequency modulation, 18-15 
Frequency response, 19-07, 19-20 

approximations (table), 22-41 
bandpass frequency, 22-03, 22-09 
closed loop, 22-03 
corner frequency, 22-09 
maximum, ratio of output to input, 

22-08 
maximum amplitude ratio, 22-03 
open loop, 22-03 [22-18 

and transient response, design charts, 
related parameters, 22-08 
relation to transient response, 22-01 

graphical techniques, 22-43 
numerical techniques, 22-43 
open loop design charts, 22-18 

sampled data systems, 26-17 
Samulon method, 22-48 
Shannon sampling theorem, 22-48 
transient response from, 22-44 
from transient response, 22-47 

Frequency-sensitive networks, 25-58 
Friction, simplified Coulomb, describing 

function, 25-31 
Fuchsian type differential equation, 7-23 

. Functions, 1-06 
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Functions, Bessel, 7-24 
beta, 7-26 
cosine integral, 7-27 
delta unit impulse, 8-06, 9-08 
error, 7-26 
exponential integral, 7-27 
gamma, 7-25 
Green, 6-04 
Hankel, 7-24 
incomplete gamma, 7-26 
Jacobian elliptic, 7-18 
Jacobi theta, 7-20 
Legendre, 7-24 
logarithmic integral, 7-26 
Mathieu, 7-25 
propositional, 11-05 
Reimann zeta, 7-27 
scalar product of, 6-05 
sine integral, 7-27 
transcendental, 7-25 
unit, 8-06, 9-06 
Weierstrass, 7-20 
Weierstrassian analytic, 7-16 
Weierstrass sigma, 7-20 
Weierstrass zeta, 7-20 
Whittaker, 7-25 

Gain, attenuation, 19-07 
constant, 21-31, 21-32 
crossover, 19-07 
-decibel conversion, 21-44, 21-45 
intermodulation effed on, 25-06 
magnitude, 19-07 
margin, 19-07, 19-16, 21-19 

Galvanometer, transfer function, 20-14 
Games, see Operations research, games 
Gamma function, 7-25 

incomplete, 7-26 
Gauss formula (table), 14-12 
Gaussian distribution, 12-16, 12-18 

entropy of, 16-43 
errors, transmission, 18-06 

Gaussian noise, 16-44, 18-18 
white, 18-19 

Gauss quadrature, 6-11 
Gears, backlash, 25-58 
Gill method, 14-59 
Graffe method, 2-06 
Gram Schmidt orthogonalization method, 

14-18, 14-27 

Granularity, describing function, 25-23, 
25-28 

Graphical solution, determination of 
poles and zeros, 23-16 

Gray code, 18-07 
Green function, 6-04 
Guillemin method, 20-79 
Gyros, rate, 23-21 
Gyroscope, transfer function, 20-15 

Hamilton-Cayley theorem, 3-11' 
Hankel function, 7-24 
Hartley, 16-08 
Hartley method, 14-49, 14-50 
Heat equation, 5-20, 14-70, 14-82 
Heaviside calculus, appraisal, 8-07 

expansion formula, 9-10 
theorem, 8-04 

operator, 8-01 
inverse, 8-02 
power series, 8-04 

unit function, 8-06, 9-06 
step response to, 8-06 

Hermitian matrices, 3-14, 14-38, 14-42 
Heun formula, 14-58, 14-59, 14-67 
Hilbert matrix, 14-14 
Holding circuit, 26-07 
Homogeneous equation, 20-28 
Huffman coding, 16-12 
Hurwitz criterion, 21-71 
Hurwitz-Routh criterion, 2-05 
Hydraulic elements (table), 20-08 

transfer functions (table), 20-16 
Hydraulic networks (table), 23-45 
Hysteresis, describing function, 25-22, 

25-25 

If operation, 12-01 
Impedance, complex (table), 20-55 
Implication, 11-06 
Impulse function, 9-07 

Floyd procedure, 22-44 
response to, 9-15 

Impulse response, optimum, 24-17 
Inequalities, linear, theorem, 3-17 

system of linear, 3-14 
Inertia, rotational systems, 20-02 
Information theory, 16-01 

amount of information, 16-08 
bits and binits, 16-08 
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Information theory, channels, 16-06 
binary, 16-29 
capacity of, 16-24, 16-32, 16-43 
coding theorems, 16-26, 16-34 
continuous noisy, 16-'41 
discrete, 16-06 
discrete noiseless, 16-24 
discrete noisy, 16-32, 16-26 
Gaussian noise, 16-44 

codes, 16-04 
binary, 16-11 
block coding, 16-22 
codebooks, 16-04 
codewords, 16-13 
coding delay, 16-05, 16-38 
coding theorems, 16-12; 16-17, 16-26, 

16-34 
error-free coding, binary erasure 

channel, 16-35 
error probability, 16-38 
Huffman coding, 16-12 
minimax coding, 16-17 
parity check, 16-36 
pulse-code modulation, 16-40 
Shannon-Fano coding, 16-12 
transliteration, 16-05 

decoders, 16-06 
distribution of information, 16-09 
entropy, 16-11, 16-43 
messages, 16-03, 16-18 
minimax coding, 16-17 
mutual information, 16-26, 16-28, 16-42 
quantization, 16-39 
redundancy, 16-24 
sampling, 16-39 

theorem, 16-40 
segmentation, 16-03 
self-information, 16-08, 16-20, 16-21, 

16-41 
sources, 16-03 

continuous, 16-39 
controlled, 16-12, 16-16 
discrete, 16-19 
Markov, 16-20 
rate of, 16-11, 16-21 
simple discrete, 16-08 
uncontrolled, 16-16 

Szilard-Kraft inequality, 16-13 
Integral compensation, saturation, 25-54 
Integral equations, 6-01 

Integral equations, adjoint, 6-06 
approximation methods, 6-10 
boundary value problems, 6-03 
degenerate kernels, method of, 6-11 
eigenvalues, 6-02 

theorems, 6-06 
Enskog, method of, 6-13 
expansion theorem, eigenfunctions, 6-07 
kernel, 6-02 
Rayleigh-Ritz quotient, 6-09 
Ritz-Galerkin method, 6-12 
steepest descent, method of, 6-16 

Integrals, approximation of, 6-10 
Integral transforms, 8-00;­

convolution, 8-08 
inverse, 8-08 

Integration, numerical, 14-11 
pure, 21-31, 21-33 

Integro-differential equations, 9-18 
Interpolation, numerical, 14-02 
Intersection, sets, 1-03 
Invariant, 1-08 
Inventory models, 15-21; see also Op­

erations research, inventory models 
Isoclines, method of, 25-41 

Jacobian elliptic functions. 7-18 
Jacobi method, 14-42, 14-48 
Jacobi theta function, 7-20 
Jordan-Gauss method, 14-16, 14-27 
Jordan normal form, 3-11 
Jump resonance, 25-04 

Kirchhoff law, 20-05 

Laasonen method, 14-84, 14-87 
. Lag, see also Phase lag 

quadratic, 21-31, 21-36 
simple, 21-31, 21-34 

Lagrange formula, 14-02 
Lagrangian multipliers, 6-13, 15-12, 24-19 

modified, 15-13 
Lame equation, 7-24 
Laplace equation, 5-20, 14-7.0, 14-77 
Laplace method, difference equations, 

4-08 
Laplace-Stieltjes transform, 8-18 
Laplace transforms, 8-17, 9-01, (table) 

9-04 
asymptotic behavior of, 9-21 
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Laplace transforms, convolution, 9-08 
differential equation application, 9-10 
feedback control, 20-30 
inverse, 9-09, (table) 9-12, 20-31 
pairs, 20-31, (table) 20-32 

first order system (table), 20-34 
second order system (table), 20-35 

partial fraction expansion, 20-34 
sampled data systems, 26-06, 26-08, 

(table) 26-12 
two-sided, 8-18 
of unit functions, 9-06 
and z-transforms, output, 26-15, (table) 

26-12 
Laplacian operator, 6-03 
Laurent expansion, 7-11 
Laurent series, 7-10 
Lead, see also Phase lead 

quadratic, 21-36 
simple, 21-31, 21-34 

Lead-lag network, 20-16 
Least squares, 13-14 
Lebesgue integral, 12-09 
Legendre, elliptic integrals of, 7-19 

equation, 7-23 
function, 7-24 
transform, 8-19 

Level changes, in data transmission, 
18-29 

tolerance in digital system, 18-30 
Levenberg method, 14-08 
Lewis servo, 25-62 
Liebmann extrapolated method, 14-73, 

14-87 
Limit cycles, 5-19, 25-04, 25-38 
Linear equations, systems, 14-13; see 

also Numerical analysis, linear 
equations, systems of 

Linear programming, see Operations re-
search, linear programming 

Linear system, 19-07, 21-02 
Liouville theorem, 7-08 
Load disturbances, 23-09 
Load resonance, 25-56 
Load sensitivity, 19-15 
Log magnitude and phase diagram 

(Bode diagram), 19-07 
Log magnitude-angle charts, 23-05; see 

also Nichols charts 
Log magnitude-angle diagram, 19-07 

Log magnitude diagrams, 23-01 
synthesis, 23-01, 23-08 
transient curve fitting, -23-04 

Logarithmic plots, 20-56 
Loop gain, 19-07 
Loop .input, 19-07 
Loop ratio, 19-08 

Mapping, see Conformal mapping 
Markov sources, 16-20 
Mathieu equation, 7-25 
Matrices, 3-01 

adjoint, 3-09 
canonical form, 3-10, 3-12 
diagonal, 3-11 
echelon form, 3-05, 3-06 
equivalence, 3-09 
Hermitian, 3-14 
inverse, 3-07 
inversion, 14-13; see also Numerical 

analysis, matrix inversion 
Jordan normal form, 3-11 
orthogonal, 3-13 
rank, 3-07 
similarity, 3-10 
symmetric, 3-13 

Maximum operating conditions, 19-18 
Maximum principle, 7-08 
Maximum system error, 19-17 
Measurement devices, errors (table), 

20-18 
Mechanical elements (table), 20-08 

transfer functions (table), 20-13 
Mechanical-hydraulic networks (table), 

23-45, 23-48 
Mechanical networks (table), 23-42, 

23-48 
Mechanical-pneumatic networks (table), 

23-46, 23-48 
Mesh analysis, nodal and, 20-11 
Messages, 16-03 

effective number of, 16-18 
Milne procedure, 14-58 
Minimal polynomial, 11-08 
Minimax principle, 15-102 
Minimum error criterion, 19-16 
Minimum response time systems, 25-63 
Models, see Operations research 
Modulation, see Data transmission, 

modulation 
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Modulators and demodulators, 20-80 
Monte Carlo method, 13-17, 15-18, 15-97 
Morera theorem, 7-06 
Morris escalator method, 14-18, 14-27 
Motors, a-c, 23-48 

acceleration limiting, describing func-
tion, 25-30 

backlash, 25-57 
optimum switching technique, 25-64 
split drives, 25-58 
velocity limiting, describing function, 

25-30 
Multiloop feedback systems, 23-26 
Multiloop systems, 21-28, 21-69 
Multiplexing, see Data transmission, 

multiplexing 
Murray and Brock method, 14-60 
Mutual information, 16-26, 16-42 

distribution, 16-28 

Nat, 16-08 
Natural frequency, 20-44 

damped, 22-10 
undamped, 20-44 

Natural period, 20-45 
undamped, 20-44 

Negative deficiency, describing function, 
25-22, 25-23 

Networks, a-c, bridged-T, 23-49 
carrier frequency shift, 23-52 
compensation, 23-48 
parallel-T, 23-50 
tachometers, 23-53 

d-c, compensation, 23-18 
electric (table), 23-29 

hydraulic (table), 23-45 
mechanical (table), 23-42 
minimum phase, 17-12, 17-14, 21-30 
pneumatic (table), 23-46 
shaping, 17-10 
synthesis, see Filters 

Neumann problem, 10-10, 14-72 
Neumann series, 6-15 
Neville procedure, 14-03 
Newton difference formulas, 14-08, 

(table), 14-09 
Newton interpolation formulas, 14-04 
Newton law, 20-05 
Newton method, 2-04, 15-16 
Nichols charts, 21-76, 23-05, 23-24 

Nichols charts, multiple, 21-78 
use with describing function, 25-51 

Nodal and mesh analysis, 20-11 
Nodal point, 25-38 
Noise, 17-02, 19-13, 24-01 

additive, 16-42 
autocorrelation of, 17-08 
data transmission, types, 18-18 
error, high frequency, 23-08 
error criteria, 24-15 
Gaussian, 18-18 
generators, 24-14 
impairment of margin, 18-23 
influence on error, 18-21 
measurement of, 24-06 
Rayleigh distribution, 18-20 
sampled data systems, 26-25 
system response, 24-11 

computer methods, 24-13 
frequency domain methods, 24-12 
time domain methods, 24-11 

systems design in the pre sense of, 24-15 
Wiener-Hoft equation, 24-18 

N onlineari ties, see also Backlash; C om-
pensation 

amplitude sensitive (table), 25-22 
common types (table), 25-04 
complex (table), 25-30 
essential, 25-01 
to improve system response, 25-61, 

(table) 25-62 
intermodulation effect on gain, 25-06 
jump resonance, 25-04 
limit cycle, 25-04 
optimum switching functions (table), 

25-65 
parasitic, 25-02 
rapidly varying, 25-02 
simplifying complex, 25-34 
slowly varying, 25-02, 25-48 
subharmonic generation, 25-05 
typical complex (table), 25-30 

Nonlinear methods of compensation 
(table), 25-62 

Nonlinear problem, 14-84 
Nonlinear systems, 25-01 

common phenomena (table), 25-04 
compensation, 25-48, 25-61 

relay servomechanisms, 25-52 
dynamic effect, 25-02 
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Nonlinear systems, jump resonance, 25-04 
saturation effects, typical types (table), 

25-54 
synthesis, 25-03 
variable linear, 25-47 

Nonlinear systems analysis, see also De­
scribing functions; Phase plane 
analysis 

adjoint computing method, 25-48 
analytical solutions, 25-43 
linearization, 25-07 

graphical, 25-10 
useful algebraic approximations' 

(table), 25-09 
normalized performance charts, 25-43 
perturbation theory, 25-07 
piecewise linear, 25-43 
stability, ultimate, 25-47 
Taylor series, 25-08 
typical loci for amplitude sensitive 

(table), 25-19 
variable linear, 25-47 

N onstatoinary processes, 24-02, 24-18 
Normal distribution, 13-05 

function (table), 13-18 
N orton theorem, 20-11 
N otoperation, 12-01 
Numbers, complex, 7-01 

strong law of large, 12-12 
table of random, 15-19 
weak law of large, 12-07 

Numerical analysis, curve fitting, 14-06 
Levenberg method, 14-08 

differential equation, ordinary, 14-55 
Adams and Bashforth method, 14-59, 

14-63 
Brock and Murray method, 14-60 
computer storage requirements 

(table), 14-63 
Dimsdale and Clippinger method, 

14-60, 14-63 
Euler method, 14-57, 14-58, 14-59 
extrapolation formulas (table), 14-57, 

(table) 14-58, 14-63 
extrapolation of zero grid size, 14-60, 

14-63 
fourth order method, 14-59, 14-63 
Gill method, 14-59, 14-63 
Heun formula, 14-58, 14-59, 14-63 

Numerical analysis, differential equation, 
,ordinary, Milne procedure, 14-58 

number of operations (table), 14-63 
Runge-Kutta method, 14-59, 14-60, 

14-63 
Simpson rule, 14-58 
trapezoidal formula, 14-58 

differential equation, partial, 14-64 
Cauchy method, 14-66 
classification, 14-68 

, Euler method, 14-67 
Heun method, 14-67 
replacement by difference equations, ' 

14-70 
differential equation, partial elliptic, 

14-71 
computer storage and time require-

ments, 14-87 
Dirichlet problem, 14-72, 14-76 
iteration method, 14-72 
Laplace equation, 14-77 
Liebmann method, 14-73, 14-87 
Neumann problem, 14-72 
Peaceman and Rachford method, 

14-75, 14-87 
relaxation method, 14-72 
Richardson method, 14-73, 14-87 

differential equation, partial hyper­
bolic, 14-77 

computer storage requirements, 
14-87 

explicit method, 14-78, 14-87 
implicit method, 14-80, 14-87 
roundoff errors, 14-80 
triple diagonal systems, 14-81 
truncation errors, 14-80, 14-87 
von Neumann criterion for conver­

gence, 14-82 
differential equation, partial parabolic, 

14-82, 14-87 
computer ,storage requirements 

(table), 14-87 
Crank-Nicholson method, 14-84 
explicit method, 14-83, 14-87 
implicit equation, 14-84, 14-87 
Laasonen method, 14-84, 14-87 
truncation error, 14-87 

differentiation, 14-08 
Newton difference formulas, 14-08, 

(table) 14-09 
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Numerical analysis, differentiation, Stir­
ling formulas, 14-09, (table) 14-10 

eigenvalue problem, 14-28 
adjoint, 14-37 
bounds on eigenvalues, 14-44 
Cayley-Hamilton theorem, 14-32 
computer storage requirements, 

14-48 
eigenvalues of special matrices, 14-43 
escalator method, 14-33 
Hermitian matrices, 14-38, 14-42 
Jacobi method, 14-42, 14-48 
number of operations for finding 

eigenvalues and eigenvectors, 14-48 
Sourian-Frame algorithm, 14-29 
Sturm sequence, 14-36 
triple diagonal method, 14-34, 14-48 

integration, 14-11 
Cote formula (table), 14-11 
Gauss formula (table), 14-12 
Simpson rule, 14-11 
trapezoidal rule, 14-11 

interpolation, 14-01 
Lagrange formula, 14-02 
Neville procedure, 14-03 
Newton formula, 14-04 

linear equations, systems of, 14-20, 
14-27 

computer storage requirements, 14-26 
conjugate gradient method, 14-21, 

14-24, 14-27 
Cramer rule,' 14-20 
elimination method, 14-20, 14-27 
gradient method, 14-23, 14-27 
number of operations, 14-26 
relaxation method, 14-22, 14-27 
Seidel method, 14-21, 14-27 

matrix inversion, 14-13, 14-27 
digital computer storage require­

ments, 14-26 
Gram Schmidt orthogonalization 

method, 14-18, 14-27 
Jordan-Gauss method, 14-16, 14-27 
modified matrix method, 14-19, 14-27 
Morris escalator method, 14-18, 14-27 
number of operations, 14-26 
partition method, 14-17 

statistical analysis of experiments, 
14-48 

balanced incomplete' blocks, 14-51 

Numerical analysis, statistical analysis of 
experiments, factorial designs, 14-
49, 14-54 

Hartley method, 14-49, (tables) 
14-50 

variance, 14-49, (tables) 14-51, 14-54 
Nyquist criterion, 21-09 

abbreviated, 21-18 
applications, 21-15 
conformal mapping, 21-12 
diagram, 19-08 

sampled data systems, 26-17, 26-19, 
26-25 

use in system compensation, 23-24, 
23-26 

disadvantage, 21-28 
multiloop systems, 21-28 
physical meaning of, 21-11 
practical considerations in plotting 

diagrams, 21-17 
principles, 21-13 
rephrased in terms of Bode diagrams, 

21-31 
use of Bode diagrams in drawing plots, 

21-43 

Open-closed loop control, 23-54 
Open loop, vs. closed loop, 19-12 

frequency response, 22-03 
poles and zeros from the closed loop, 

23-15 
response, closed loop respose from, 

21-72 
roots, relation between closed loop 

roots and, 22-15 
transfer functions, polar plots of some 

common, 21-21 
Operational mathematics, 8-01 
Operational research, see Operations re­

search 
Operations research, 15-01, 15-04 

allocation models, 15-31 
bidding problems, 15-100 
competitive problems, 15-99 
control of the solution, 15-120 
dynamic programming, 15-31 
effectiveness, measure of, 15-08 
executive problems, 15-03 
games, 15-99 

four-by-four, 15-113 
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Operations research, games, minimax 
principle, 15-102 

mixed strategy, 15-102, 15-104 
one-person, 15-101 
rectangular games, theorems, 15-106 
single strategy, 15-102 
three-by-n, 15-113 
three-by-three, 15-111 
two-by-n, 15-109 
two-by-two, 15-107 
two-person, zero-sum, 15-101, 15-102, 

15-104 
zero-sum, n-person, 15-115 

implementation, 15-123 
inventory models, 15-21 

dynamic, 15-30 
elementary, 15-22 
multistorage points, 15-30 
with price breaks, 15-28 
with restrictions, 15-30 

Lagrangian multipliers, 15-12 
linear' programming, 15-31 

assignment problem, 15-73 
dual problem, 15-67 
games, 15-114 
geometric interpretation of, 15-63 
short cut, 15-70 
simplex method, 15-33, 15-41, 15-65 

models, 15-08, 15-10 
data reduction, 15-119 
sampling, 15-117 
solutions, 15-10 
testing, 15-115 
types, 15-10 

Monte Carlo method, 15-18, 15-96 
Newton method, 15-16 
problem formulation, 15-05 
queuing theory, 15-73 
random walk problems, 15-18 
replacement models, 15-86 

items that deteriorate, 15-86 
items that fail, 15-89 
Monte Carlo method, 15-96 

sampling, 15-117 
simplex method, 15-33 
transportation problem, 15-46 

alternate evaluation method, 15-60 
alternate optimum programs, 15-54 
northwest corner rule, 15-48 

Operations research, transportation prob~ 
lem, solution of maximization 
problems, 15-57 

variations, 15-58 
waiting time models, 15-73 

Erlang, 15-76, 15-78 
holding time, 15-78 
Lindley, 15-76 
multiple channels, 15-82 
Poisson input, 15-75 
priority discipline, 15-79 
sequencing models, 15-83 
single channel, 15-77 

Operators; difference, 4-03 
Heaviside, 8-01 
integral, 8-07 
power series, 8-04 

Optimization, criterion of, 17-13 
feedback control, 19-19 

Optimum switching, functions (table), 
25-65 

techniques, 25-63, 25-64 
Or operation, 11-01, 11-03, 12-01 
Oscillation frequency, approximation, 

22-42 
Oscillations, hard and soft, 25-38 
Output transforms for basic sampled 

data systems, 26-15 
Overshoots, 19-10, 19-14 

first and successive, 23-07 

Parallel-T network, 23-50 
Parity check, 16-36, 18-10 
Peace man and Rachford method, 14-75, 

14-87 
Peak overshoot, approximations, 22-41 
Performance index, 19-16 

sampled data systems, 26-25 
Periodic controllers, 26-01, 26-05, 26-25; 

see also Sampled data systems 
Phase angle, servomechanism scale, 21-36 
Phase crossover, 19-08 
Phase lag, compensation networks, 23-18 

electric (table), 23-34 
mechanical· (table), 23-43 
pneumatic (table), 23-47 

network, 20-16 
Phase lag-lead, compensation networks, 

23-20 
electric (table), 23-38 
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Phase lug-lead, mechanical (table), 23-43, 
23-44 

, pneumatic components, 23-47 
Phase lead, compensation networks, 23-18 

electric (table), 23-30 
feedback, 23-25 
mechanical (table), 23-42 
pneumatic components (table), 23-46 

network, 20-16 
Phase margin, 19-08, 19-16, 21-18 

at crossover frequency, approximation, 
22-43 

Phase plane analysis, 5-15, 25-36 
construction methods, 25-39 
isoclines, method of, 25-41 
phase traj ectory, 25-36, 25-38 
relay servo, 25-40 
singular points (table), 25-38 

Phase portrait, 25-36 
significant characteristics of (table), 

25-38 
Phase space, 25-39 
Physical laws, 20-04 
Picard, method of, 5-14 
Pneumatic components (table), 23-46 
Poisson distributions, 12-16, 13-04 
Poisson equation, 14-72, 14-73 
Poisson input, 15-75 
Polar plots, inverse, 21-20 

of some common open loop transfer 
functions, 21-21 

Poles, closed loop, relation to system 
characteristics, 23-11, (table) 23-12 

complex, dominant pair, 22-04, 22-07 
Pole-zero location, synthesis, 23-11 
Polynomials, 2-01 

characteristic, 3-11 
Power amplifiers (table), 20-24 
Power amplifier saturation, 25-54 
Power density spectrum, 17-07, 24-04 

autocorrelation, 17-07, 17-14 
baseband signal, 18-11 
cross-correlation, 17-09 
phase response, shaping network, 17-10 
pulse, 18-12 
relation to autocorrelation, 24-06 
shaped impulses, 17-09 
vestigial sideband transmission, 18-14 

Power elements, selection of, 19-13 
Power series, 7-08 

Preamplifier saturation, 25-54 
Prediction, 17-03, 17-16; see also Filters' 

data transmission, 18-10 
discrete data, 17-04 
symbols, 17-04 

Primary feedback ratio, 19-08 
Probability, 12-01; see also Statistics 

almost certain, 12-13 
averages, 12-07, 12-13 
Bernoulli distribution, 13-04 
binomial distribution, 12-16, 13-04 
central limit theorem, 12-13, 12-18 
conditional, 12-03 
continuous random process, 12-18 
covariance function, 12-18 
density, 12-09 
distribution functions, 12-04 
distribution of sums and averages, 

12-13 
expectation, 12-09, 13-03 
expected value, 12-06, 12-07 
independence, 12-04 
joint distribution, 12-10 
mean, 12-09, 13-03 
normal distribution, 12-16, 12-18, 13-05 
Poisson distributions, 12-16, 13-04 
postulates, 12-01 
random variables, 12-04, 13-02 

bounded, 12-08 
simple, 12-07 

sentences, 12-01 
stationary process, 12-18 
strong law of large numbers, 12-12 
theorems, 12-02 
variance, 12-11, 12-12, 13-03 
weak law of large numbers, 12-07 

Pulse code modulation, 16-40, 18-15 

Quadratic lag and lead, 21-31, 21-36 
Queuing theory, see Operations research, 

waiting time models 

Rachford, Peaceman and, method, 14-75, 
14-87 

Ramp inputs, first order system, 20-34 
second order system, 20-35 

Random inputs, see Noise 
Random processes, 24-02 

stationary, 24-04 
Rate action, controller, 26-28 
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Rate and lead network feedback, 23-24 
Rate feedback compensation, 23-21 
Rate gyros, 23-21 

inertial navigation, 23-10 
Rate network, a-c, 23-49 
Rayleigh distribution, of noise, 18-20 
Rayleigh-Ritz quotient, 6-09 
R-c networks (table), 23-29 
Real time, data transmission, 18-04 
Redundancy, 16-24 
Reflected binary code, 18-07 
Regression curve, 13-13 

function, 13-14 
Relations, 1-05 

binary, 1-05, 1-07 
equivalence, 1-07 
order, 1-09 
product of, 1-06 

Relaxation methods, 5-22, 14-22, 14-27 
Relay, describing function, 25-23 
Relay servo, compensation, 25-51; 25-52 

phase trajectories, 25-40, 25-42 
piecewise linear; 25-44 

Remainder theorem, 2-02 
Replacement models, 15-86 
Reset, component, integrating, 23-53 

divided, 25-58 
servo, 23-54 

Residues, 7-11 
Resolution, 19-18 
Response, see Frequency response; 

Tram;ient response 
Response time, 19-08 
Richardson method, 14-73, 14-87 
Riemann mapping theorem, 10-04 

surfaces, 7-17 
theorem of, 7-12 
zeta function, 7-27 

Ripple, 18-25 
Rise time, 19-08, 19-14, 22-03 

approximations, 22-43 
Ritz-Galerkin method, 6-12 
Rolle theorem, 2-04 
Root locus, 19-20, 21-46 

angle condition,. 21-47 
asymptote, 21-51 
common plots, 21-60 
compensation, 23-27 
construction aids, 21-58 
construction theorems, 21-49 

Root locus, construction theory, 21-47 
diagram, 19-09 
Donahue procedure, 21-52, (tables)' 

21-54, 21-57 
interpretation of results, 21-68 
magnitude condition, 21-47 
mechanical angle summer, 21-58 
multiloop systems, 21.;.69 
practical considerations in drawing, 

21-52 
procedure, 21-48 
relative merits, 21-71 
sampled data systems, 26-25 
Spirule, 21-58 

Roots, of characteristic equation, and 
stability (table), 20-53 

closed loop, iterative process for de­
termining, 22-16 

graphical method of determination, 
22-16 

of polynomials, 2-03, 2-04 
Roots of system equations, dynamic 

error coefficients and, 20-78 
Rotational systems, equations, 20-02 
Rouche theorem, 7-15 
Routh criterion, 21-05 

special cases, 21-07 
Routh-Hurwitz criterion, 19-20 
Routh-Hurwitz stability criteria, sam­

pled data systems, 26-16 
Runge-Kutta method, 14-59, 14-60, 14-63 

Saddle point, 25-38 
Sampled data systems, 26-01 

Bode diagrams, 26-25 
constant overshoot loci, 26-23 
control area, 26-25 
controllers, comparison of contin~ous 

and, 26-31 
dead .time, 26-26 

and rate stabilization, 26-28 
with delayed rate, 26-29 

design procedure, 26-20 
digital computer in the controller, 26-03 
Laplace transform, 26-06, 26-08 
linearity, 26-02 
minimum control area, 26-22, 26-26 
Nyquist diagram, 26-17, 26-25 
operational instruction, 26-21 
output transforms (table), 26-15 
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Sampled data systems, performance, 
charts, 26-25 

criteria, 26-20 
index, 26-25 

regulator, 26-05 
root locus, 26-25 
smoothing, 26-07 
stability criteria, 26-15 

frequency response, 26-17 
Routh-Hurwitz, 26-16 

synthesis, 26-20 
simple analog system, 26-23 

transfer functions, 26-08 
variables between sensing ,instants" 

26-22 
z-transform method, see z-trans/orms 

Samples, 13-02, 13-06, 26-01 
analysis of, 26-06 
variance, 13-07 

Sampling, 16-39 
Shannon theorem, 16-40, 24-07 

Sam ulan method, 22-48 
error, 22-49 

Saturation, compensation, 25-53, (table) 
25-54 

describing function, 25-22 
in feedback, 25-54 
power amplifier, 25-54 
preamplifier, 25-54 
servomechanisms, relay, 25-51 
typical types of (table), 25-54 

Schedule and trim control, 23-54 
Schwarz-Christoffel mappings, to-08 
Schwarz constants, 6-15 

inequality, 6-05 
Second order systems, equation coef­

ficients (table), 20-46 
parameters (table), 20-44 
time responses (table), 20-35, 20-39 

Segmentation, 16-03 
Seidel 'method, 14-21, 14-27 
Self-information, of a symbol, 16-21 , 

of continuous signals, 16-41 
Markov process, 16-20 

Selsyns, 23-48 
Sentences, algebra of, 11-05 

probability, 12-01 
Series, Fourier, 8-10 

Laurent, 7-10 
Neumann, 6-15 

Series, power, 7-08 
Taylor, 7-09 

Series networks, a-c compensation, 23-48 
Servomechanisms, 19-09 

a-c systems, 20-79, 23-48 
error coefficients (table), 20-73 
error correctors (table),' 20-26 
error detectors (table), 20-18 
power amplifiers (table), 20-24 
system type, 20-67; see also Control 

system, types 
Sets, 1-01 

binary operations, 1-08 
binary relations on, 1-05 
Cartesian product, 1-04 
complement, 1-03 
difference, 1-03 
empty, 1-03 
examples of, 1-01 
intersection, 1-03 
lattice, 1-09 
of points, 1-02, I-to 
power set, 1-03 
subsets, 1-02 
union, 1-03 

Settling time, 19-09, 19-14, 22-03 
approximations, 22-41 

Shannon-Fano coding, 16-12 
Shannon sampling theorem, 22-48, 24-07 
Sheffer stroke operation, 11-02, 11-10 
Signals, extraneous, see Noise 
Signal flow diagram, 20-57 
Signal-to-noise ratio, data transmission, 

18-14 
Simplex technique, linear programming, 

15-33 
minimization problems, 15-45 

Simpson rule, 6-11, 14-11, 14-58 
sin x/x values (table), 22-52 
Singular points, 5-16, 7-22 
Singularities, 7-11 
Sinusoidal driving function, 20-54 
Smoothing, 17-01; see also Filters 

and decoding, data transmission, 18-08 
noise, 17-02 
symbols, 17-04 
Wiener theory, 17-02, 17-13 

Sources of information, see In/ormation 
theory, sources 

Souriau-Frame algorithm, 14-29 
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Spectrum, autocorrelation and cross-cor­
relation, see Power density spec­
trum 

Spirule, 21-58, 22-16 
Spring loaded gears, 25-58 
Stability, 19-09, 21-01 

absolute, 20-29 
Bode diagrams, see Bode diagrams 
boundary theory, 21-72 
classical approach, 21-02, 21-04 
conditional, 21-19 
contours of constant M and a, 21-73 
criteria, z-transforms, 26-15 
degree of, 23-06 
describing function, 25-15 
Dzung criterion, 21-10, 21-72 
gain margin, 21-19 
Hurwitz criterion, 21-71 
inverse polar plots, 21-20 
margin, 21-72 
multiloop systems, 21-28 
Nichols charts, 21-76 
Nyquist criterion, see Nyquist criterion 
phase margin, 21-18 
relation to characteristic equation, 

21-03 
relation to roots of characteristic equa-

tion (table), 20-53 
root locus method, see Root locus 
Routh criterion, see Routh criterion 
sampled data systems, 26-15 
unconditional, 21-19 
unstable system, 21-01 
Wall criterion, 21-72 

Stabilization, by internal feedback, 23-16 
Stabilization networks, for d-c compensa­

tion (table), 23-29 
Stabilizing networks, transfer functions 

(table), 20-15 
Standard deviation, 12-12, 13-03 
Static accuracy, 20-70 
Static error coefficient, 19-17, 20-70 
Stationary processes, 24-02, 24-15 
Statistics, 13-01; see also Probability 

analysis of experiments, see Numeri­
cal analysis, statistical analysis oj 
experiments 

Bernoulli distribution, 13-04 
binomial distribution, 13-04 
bivariate distributions, 13-13 

Statistics, computation, 13-08, (table) 
13-09 

confidence intervals, 13-10, 13-12, 13-15 
curve fitting by least square, 13-14 
distribution of sample moments, 13-09 
expectation, 13-03 
goodness of fit, 13-16 
hypothesis testing, 13-10 
maximum likelihood, method of, 13..:16 
mean, 13-03 
mean deviation from the mean, 13-04 
median, 13-04 
midrange, 13-04 
mode, 13-04 
moments, 13-03 
Monte Carlo method, 13-17 
normal distribution, 12-16, 13 ... 05. 

(table) 13-18 
Poisson distribution, 13-04 
probable error, 13-04 
random variables, 13-02 
regression curve, 13-13 
relation to probability, 13-01 
sample space, 13-02 
sequential analysis, 13-16 
standard deviation, 13-03 
student t distribution, 13-06, (table) 

13-20 
unbiased estimate, 13-07 
variance, 13-03, 13-07 
X 2 distribution, 13-05, (table) 13-19 

Steady state, data for evaluating transfer 
functions, 20-23 

equation terms (table), 20-55 
errors (table), 20-71, 20-72 
quasi..static assumption, 20...;23 
response, 20-01, 20-55 
solution, 20-54 

Steady-state condition, 21-11 
Steady-state error, 19-09, 19-14 

coefficient, 19-17 
Step function, 9-07 

design charts, comparison of frequency 
response and transient response, 
22-21 

time responses (table), 20-48 
Step input, first order system, 20-34 

second order system, 20-35 
Stieltjes integral, 12-09 
Stirling formula, 14-09, (table) 14-10 
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Stirling· numbers of the second kind, 4-07 
Stone, representation of Boolean algebra, 

11-9 
theorem, 11-10 

Student t distribution, 13-06 
Sturm sequence, 14-36 
Sturm theorem, 2-04 
Subharmonic generation, 25-05 
Summing points, 20-61 
Superposition, 20-10, 21-02 

principle, 5-06, 8-06 
Suppressed carrier system, 20-82 
Symbols, alternate, 19-11 

feedback control, 19-01 
smoothing and filtering, 17-04 

Synthesis, 20-03 
controller, 19-13 
dominant pair of complex conjugate 

poles, 23-11 
Guillemin method, 20-79 
log magnitude diagrams, 23-01, 23-08 
network, see Filters 
Nyquist diagram, 23-27 
pole-zero location technique, 23-11 
root locus, 23-28 
selection of methods, 19-19 

System analysis, see Control systems 
System characteristics, additional poles 

and zeros, 23-13 
relation to closed loop poles, 23-12 
two complex conjugate poles, 23-12 

System response to noise, 24-11 
System stability, see Stability 
Systems, physical (table), 20-02 

physical laws, 20-04 
Szilard-Kraft inequality, 16-13 

Tachometers, 23-21, 23-25 
a-c, 23-48 

Tandem compensation, 25-62 
Tay lor series, 7-09 

differential equation solution, 5-10 
Tchebysheff-Darlington, filters, 17-32 
Tchebysheff inequality, 12-12 
Temple quotients, 6-15 
Termi!lology, feedback control, 19-01 
Thevenin theorem, 20-10 
Thomson, Butterworth-, filters, 17-28 
Time constant, 19-09 

equivalent, approximation, 22-42 

Time constant, for second order system, 
20-45 

Time delay, pure, 21-39 
Time domain, noise, 24-11 
Time to first peak, 22-02, 22-06 
Time parameter ratio, 20-45 
Time to peak, 22-10 

approximation, 22-41 
Time response, approximate, 22-04 

approximations, 22-41 
convolution integral, 20-53 
first order system, 20-36 
second order system, 20-35, 20-39 
transient modes (table), 20-48 

Time sequence, quasi-stationary, 17-02 
stationary, 17-02 

Time series, nonstationary, optimum 
filter design, 17-24 

Total overshoot, 19-10 
Transfer function, 9-10, 9-19, 19-10, 

(tables) 20-12, 20-13, 20-14, 20-16 
in data transmission, 18-23 
d-c motor, 25-57 
electrical elements (table), 20-14 
experimental evaluation, 20-23 
hydraulic elements, 20-16 
mechanical elements (table), 20-13 
polar plots of some common open 

loop, 21-21 
root locus plots of common, 21-60 
sampled data systems, 26-08 
typical, 20-12 

Transfer locus, 19-10 
Transfer response, amplitude,' 17-12 

filters, 17-26 
of the optimum filter, 17-13 

Transformations, inverse, 3-07 
linear, 3-03 
rank, 3-03, 3-07. 

Transformers, stabilizing, 23-21 
Transient error, 19-10 
Transient overshoot, 19-10, 19-14 
Transient response, 19-08, 20-01 

approximations (table), 22-41 
coefficients of terms, 22-12 
data for evaluating transfer functions, 

20-23 
delay time, 22-03 
effect of poles and zeros, 22-09 
effect of significant real poles, 22-11 
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Transient response, Floyd's procedure, 
22-44 

frequency response from, 22-47 
from frequency response, 22-44 
and open loop frequency response, de­

sign charts, 22-18 
parameters, 22-02 
relation to frequency response, 22-01 

graphical techniques, 22-43 
numerical techniques, 22-43 
open loop design charts, 22-18 

rise time, 22-03 
settling time, 22-03, 22-10 
sin x/x (table), 22-52 ~ 
·time to the first peak, 22-02, 22-06, 

22-10 
unit step input, 22-09 

Transients, input signals, 23-04 
oscillatory, 20-50 
time responses (table), 20-48 

Translation systems, equations, 20-02, 
<table) 20-08 

Transmission, of data, see Data trans­
mission 

Transportation problem, see Operations 
research, transportation problem 

Trapezoidal formula, 14-11, 14-58 
Trapezoidal rule, 6-11 

Ultimately controlled variable, 19-10 , 
Union, sets, 1-03 
Unit function, 8-06, 9-06 
Unit impulse, first order system, 20-34 

second order system, 20-35 
Unit impulse function, 8-06, 9-08 

response to,. 9-20 
Unstable system, 21-01 

Valve-pistons, transfer function, 20-16 
Variable gain, describing function, 25-23 
Variance, 12-11, 13-03 

Variance, analysis of, 14-49, 14-54 
Vector, components, 3-04 

convexity, 3-15 
coordinates, 3-04 
half-space, 3-14 
space, 3-01 
subspace, 3-02 

Vibrating string, 5-21, 14-70, 14-77 
Volterra integral equation, 6-02, 6-15 
von Neumann criterion for convergence, 

14-82 

Waiting time models, see Operations re-
search, waiting time models 

'Vall criterion, 21-72 
Wave equation, 5-20, 6-03 
Weierstrass, and Casorati, theorem of, 

7-12 
CP-function, 7-20 
sigma function, 7-20 
zeta function, 7-20 

Weierstrassian analytic function, 7-16 
Weighting function, 9-19 
Whittaker function, 7-25 
Wiener-Hoft equation, 24-18 
Wiener theory of filtering, 17-02, 17-13 
Wronskian determinant, 5-07 
Wye-deIta transformation, 20-10 

Zeros, 7-11 
effect on bandwidth, 23-15 
effect on error coefficients, 23-15 

z-transforms, 26-11, (table) 26-12 
block diagram algebra, 26-13 
closed loop, 26-24 . 
design procedure, 26-20 . 
hidden oscillations, 26-11 
inverse, 26-13 
Laplace and (table), 26-12 
output (table), 26-15 
stability criteria, 26-15 


