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1. INnQDUCTION 

We introduce three new tools for the study of tera rewriting ayateaa. 
Derived pairs of a rewrite rule generalize the wtll-knOWll idea of •critical 
pairs• introduced by :lnath and Bendix (1970) in their 4evelopaent of a aetho4 of 
proving the confluence property. The oyerlap olo111e of a set of rules is a set 
of rules that corresponds to a subset of the transitive closure of the rewriting 
relation. Its construction is baaed on the uae of derived pairs obtained from 
superpositions of the ri1ht hand aide of one rule with the left hand aide of 
another. Thia process ia closely related to tht Knuth-Bendix process, which uses 
critical pairs for generatia1 ntw rules in an atteapt to achieve confluence. We 
use the overlap closure in proving - or diaprovin1 - that a rewriting relation 

1 is u.niforaly terminating. It thus provides an iatere1tia1 dual aethod to the 
:lnuth-Beadix process, in which the validity of the critical pair teat for con­
fluence depends upon uaifora teraiaatioa. The ooabiaation of uniform teraiaa­
tioa and coaflueace provides a decision procedure for the theory of the equa­
tions corresponding to the original rules. 

In the study of derived pairs and overlap closures we found it useful to 
devise a aew way of representing rewrite rules and aeq .. ncea of rewrites uaiag 
what we call rewrite 409jnoe1 and •rewrite doaino layo•ta•. We will introduce 
this representation and aae it ia pre1eatia1 the proofs of our aaia re1ulta 
about the overlap closure. We believe that this representation also will be 
useful in the study of other areas of rewrite rule theory. 

Like the Xauth-Beadix process, the overlap closure process may fail to ter­
miaa te (that is, it aay continue to generate aew rules indefinitely). Ia fact, 
when the original rules are uaiforaly teraiaatia1, it will usually happen that 
overlap closure generation is noateraiaatia1. In this case, the overlap closure 
process does aot by itself yield a proof of uaifora teraination, but it may be 
useful aa aa aid in applyin1 other known aethoda of provin1 uaifora teraiaation 
[see Huet and Oppea, 1980]. It can also be used ia provia1 what we call •res­
tricted terainatioa,• i.e., teraiaatioa for all teraa up to a given size. Soae 
applications of restricted terainatioa are discussed in [Gllttag, Kapur and 
MuHer, 1981 J. 

Perhaps aore iaportant ia the oaae where the ort1iaal rules are not uni­
formly teraiaatiag. Oae would often like to be able to detect this situation 
quickly, e.g., ia order to avoid wa1tin1 tiae atteaptia1 to construct a proof of 
u.nifora termination. We show that uader aoae reaaoaable restrictions on the 
fora of rewrite rules, the overlap closure ooaatruotioa provides such a teat. 

1. aore coaaoaly oalled finitely tepainatips or noet-triaa. 
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I.e., we show that if the rules are globally finite (that is to say, the number 

of different terms to which any term can be rewritten is finite) and every rule 
is right-linear or every rule is left-linear, the overlap closure construction 

can be used to effectively search for cycles in the rewriting relation. (That 

it does so "quickly" enough to be useful is a claim for which we have limited 

empirical evidence, as discussed in the Conclusion section). 
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2. DPINITION OF O\TEILAP CLOSUIE 

For the aost part we ase standard defiaitioas and terainolo1y for term 
rewriting 1y1tea1 froa Huet (1980) and B••t and Oppea (1t80). There are a few 
exoeptioaa, auoh aa "uaifora teraiaatioa• for "finite termination,• aad •terai­
nal fora" for "normal fora.• Ia [G•tta1 1 Kapu.r, aad ••••er, 1981), the reader 
will find a thoroaah di10•11ion of this baokaro .. 4 aaterial. Here we ooafin• 
ourselves aainly to the definitions of "derived pairs,• a 1eaeralization of the 
Knuth and Bendix's notion of "oritioal pairs,• aad of •overlap oloau.re.• 

Two terms are said to overlap if one ia llllifiable with a nonvariable aub­
tera of the other. If 1 aad t overlap, we define thwir t!ptrpositioa: either 

a) s unifies with a aoavariable aubtera t' of t, by the aoat 1eneral unif­
ier (a.g.u.) 8, in which oaae 8(t) ia called a aaptrpotitioa of I and t; Or 

b) a nonvariable 111btera 1' of a unifies with t, by •·•·•· e, in which oaae 
9(1) ia called a aaperpoaitioa of s and t. 

Now consider ordered pairs of terms (r,s) aad (t,u) auoh that s and t over­
lap, aa above. (If the variables of t •••t be reaaae4, the saae reaaain1 •••t 
be applied to u.) Thea alon1 with the 1aperpo1ition 8(t) or 8(s) we obtain the 
derived pair of terms, (p,q), where 

a) if s unifies with a noavariable aubtera t/i by •·I·•· e, 

p=[8(t) with 9(r) at i] 1 

q-9(u); 

b) if a nonvariable aubtera s/i unifies with t by •·I·•· e, 

p=8(r) 

q•[8(s) with 8(u) at i]. 

In the case of a rewritin1 syst .. I= {(li ~ ri)}, the derived pairs obtained 
fro• the pairs (ri,li) and (lj,rj)) are called ori&ioal 11ir1. 

1. The notation [t with u at i] 1taa41 for the ten obtained 
fro• t by replacin1 the sllbtt:ra at po1itio• i by •· A "1'81>­
tera po1itioa• and •corresponclin1 aldtteza• wttllia a t..- ia a 
finite aequtaoe of aoaaeaativ• iat•1•r• aepa~at .. by •.• and 
a relattcl ttra 4eteraiaecl aa followa: to tile ••11 ••creeace 
(denoted <>> correapoaclt the eatire tt ... If f(t

1
, ... ,t.> la 

the ••btera at position i th•• th• 111bt11:a at pot tioa i.j ia 
tj. We write t/i for the sabtera at position i within term 
t. 
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Consider, for exaaple, obtaining a critical pair froa the rewrite rulea: 

-1 
x • x~e 

(x' • y') • z'~x' • (y' • z') 

We begin by conatructing the ordered pair• (e, x-1ex) and 
-1 

((x' • y') • z', x' • (y' • z')). Now x • x can be uaified with x' • y' uaing 
-1 

the aubstitution e - [x /x', x/y']. Thia lead• to the derived pair 
-1 

<e • z',x • (x • z')> which is a critical pair of the r•lea. 

Using derived pairs, the overlap closure$!! g, written OC(J), is defined 
inductively aa follows: 

a. Every ruler~ s in I is also in OC(J). 
b. Whenever r ~ s and t ~ u are in OC(J), every derived pair (p,q} of (r,s) 

and (t,u) ia in OC(I) (asp~ q). 
c. No other rule• are in OC(J). 

"Bxaaples of overlap closures:• 

i. Let I• {f(x) ~ g(x)}, then OC(J) •I• 
ii. Let I• {f(x) ~ g(h(x)), h(x) ~ k(x)}, then OC(I) •I 

U {f(x) ~ g(k(x))}. 
iii. Let I• {x • (y • z) ~ (x • y) • z}, then froa the superposition 

(x • (x' • y')) • z' we obtain the rule 

x • ((x' • y') • z') ~ ((x • x') • y') • z' 

and froa the superposition (x • ((x' • y') • z') we obtain 

x • (x' • (y' • z')) ~ (x • (x' • y')) • z'. 

These rules then lead to further rules, and OC(I) ia infinite. 
iv. Let I= {f(x) ~ g(x), g(h(x)) ~ f(h(x))). Th.ea OC(I) conaiata of Rand 

the reflexive rules f(h(x)) ~ f(h(x)) and g(h(x)) ~ g(h(x)). 

The overlap closure OC(I) has a rich str•cture since the overlap closure 
construction preserves aoae properties of a rewriting ayatea g. The following 
theorea shows that every derived pair of two rewrite r•lea ia also a rewrite 
rule, iaplying that the overlap closure OC(I) is a rewriting ayatoa. 

~----~ --- - ----~-----~-



- 5 -

2.1. Ibeorea. If r.s.t.u are teras such that Cr.a) and Ct.u) are rewrite 
rules. then every derived pair <p.q) of Cr.a) aad Ct.u) is also a rewrite rule. 

Proof. One just has to verify that for each case in the definition of derived 
pair that every variable that occurs in q ooc'ILZ's also ia p. D 

Let us consider soae other properties. based on the properties of its 
rules. of a rewritin1 systea I 

A term is said to be linear if no variable occurs in it aore than once. A 
rewrite rule is left-liatar if its left tera is linear. riaht-lintar if its 
ri1ht tera is linear. aad linear if its left and ri1ht teras are linear. 

A rewritin1 systea is called left-linear. ri1ht-liaear. or linear. based on 
whether each of its rules is left-linear. riaht-linear. or linear. respectively. 
The followia1 theorea iaplies that tho overlap closare OC(I) of a right-linear 
(left-linear. linear) I is also ri1ht-linear (left-linear. linear). 

2.2. Ih•oroa. If ~s and t~u are two right linear rules with disjoint vari­
able sots. then each of their derived pairs. <p. q) is also riaht linear. 

Proof. Th.ere are three cases: 

(i) • unifies with the aubtera t/i of t by their •••• u. e. 
Tho corresponding derived pair <p. q) has 

p - [9(t) with e(r) at i] 

I = 9(u) 

Since • is linear. by Leaaa l in the Appendix. aubatitutioaa for any two dis­
tinct variable• in t/i ia 9 do not have a c01111on varia~le. The variables ia t 
other than the ones in t/i do aot play any role. So 9(u) is linear. 

(ii) tho aubtera a/i of s uaifiea with t by their •·•·•· e. 

Th.e correapondia1 derived pair <p. q) has 

p = e(r) 
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q = [8(s) with 9(u) at i] 

Since s/i is linear, by Le .. a 1 in the Appendix, substitutions for any two dis­
tinct variables in t in 8 do not have a collllOn variable. So, 8(s) and 8(u) are 
linear, and q is thus linear. 

(iii) if subteras of s do not unify with t, or s does not unify with subteras of 
t, then there are no derived pairs of ~. and t~.. a 
By a siailar arguaent, it can also be proved that every derived pair of two left 
linear rules is left linear. 

The naae "overlap closure" coaes froa the fact that the rules of OC(I) are 
a subset of the transitive closure of the rewriting relation of I: 

+ If p ~ q is in OC(I) then p ~ q (usin1 I). 

Proof. By induction on the construction of p ~ q in OC(I). The basis of the 
induction is the case that ? ~ q is included in OC(I) by virtue of being a rule 
of g. Then obviously p ~ q holds. If (p ~ q) is included in OC(I) by being 
a derived pair of (r,s) and (t,u) then by the induction hypothesis for the two 

+ + rules (r,s) and (t,u), we have r ~ s and t ~ u. By the definition of 
+ + derived pair aad the transitivity of ~ , we then have p ~ q. a 

2.4. Corollary. If OC(!) contains a reflexive rule, t ~ t, then the rewriting 
relation of I has a cycle. 

Proof. Iaaediate froa the above le .. a. 0 

We would like to have the converse of this corollary, that if the rewriting 
relation of ! has a cycle, then OC(!) contains a reflexive rule. This would 
perait searchin1 for cycles by increaentally computing OC(I), looking for a re­
flexive rule. While we have aot been able to prove this in full generality, we 
will present in the next section a restricted version and its proof. The proof 
is not easy, because the overlap closure of I is in general auch saaller than 
the full transitive closure of g. It is this saall size, relative to the tran­
sitive closure, however, that aakes it feasible to use the overlap closure as 
the basis of an approach to proving unifora teraination or, at least, a useful 
notion of "restricted teraination," discussed ia [G•tta1. ~apur, and Musser, 
1981]. 
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3 • R.EftITE DOJ(lNQBS AND TIE JWN O!R'·!P CL081JU TllBOQll 

In order to be able to prove the aajor result about the overlap closure, we 
need to be able to deal precisely with the various caaea of overlap between 1uc­
ce11ive applications of rewrite rules in a rewrite aeq ... ace. We have found it 
useful to introduce a new representation of rewriting that helps to aake such 
ca1e1 clear. 

The doaino iepre1eatatioa (or rewrite doaiao) of a rewrite rule i1 a rec­
tangle divided into left and right halves in which are inscribed tree repre1en­
tation1 of the left and right teraa of the rule. Fmlctioa 1yabol1 in the teraa 
are represented by labelled circles in the trees. Variable 1yabol1 are 
represented by labeled rectangles, called •variable boxes.• For exaaple1 of 1oae 
rule• and their corresponding rewrite doainoea, 1ee Fi1are 1. 

For each kind of doaino (that is, each doaino corresponding to a specific 
rule), we a11uae there i1 an infinite stock of doaiaoea of that kind with their 
variable rectangles filled in with all possible teraa. For each such doaino, we 
also a111111e an infinite n .. ber of copies are available in the stock. 

A sequence of rewrites can be represented by a d09ino layout, which i1 a 
two-diaen1ional arrangeaent of doainoe1 that obeys the rules of aatching 
corresponding to those of tera rewritina (Section 2). Before 1ivin1 the foraal 
definition of a layout. we refer tho reader to an exaaple of a rewrite sequence 
using the rules aiven in Fiaure 1 aad its corre1pondin1 doaino layout as shown 
in Figure 2. Another exaaple ia in Figure 3, and the two layouts in Figuroa 2 
and 3 could be concatenated to give a single lonaer layout. 

We draw trees oriented sideways with the root at the left, and we will use 
nested triangles to represent trees ach .. atically. We define a .:!!!.!!. layout fro• 
~ !2 x to be a horizontal arrangeaent of a tree t, a doaino with tr••• u and v. 
and another tree w, 

l<(g I~ I 

in which 



------------

RULE 

I. f(x,g(y,Z))- g(f(x,y),Z) 

2." f(x,f(y,Z))- f(f(x,y),Z) 

3a f(x,k())- x 

4. h(x)- i(x) 

5. h(x)- j(x) 

6. f(i(x),j(x))-1 (x) 

DOMINO 

~xD 

10--010-01 
I ©-Dlorol 

Figure 1. A set of rewrite rules and their corresponding rewrite dominoes. 



'" 

2 
/(h(a),/(lc,g(h(a),b)}} - /(h(a),g(/(lc),h(a),b)) g(/(h(a}./(lc,h(a)}},b} g(/(/(h(a},lcJ,h(aJJ,bJ 

Fl1ure 2. A rewrite domino layout and th~( correspondln1 rewrltin1 sequence (usln1 dominoes or 
Fl1ure I). \. · 

L~I~ ~0401---· I~ 
3,5 4 6 

lff(/(h(a),lc),h(a}},b} - g(/(h(a)J(a}},b} - g(/(i(aJJ(aJ),b} - g(l(a),bJ 

Fi1ure 3. Another layout (a continuation or the layout In F11ure 2). 

,,. 

~· ~· 
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1. at soae position, i, in t there is a subtree t' that is identical to u, ig­
noring the variable boxes that appear in u: 

2. the roots of t' and u are horizontally aligned: 
3. w is the tree [t with v at i] and the roots of t and w are horizontally 

aligned. 

A layout froa ~ !!!. y is defined as 

1. a unit layout fro• t to v; or 
2. the concatenation of a layout froa t to u with a layout froa u to v. with 

both copies of u dropped froa the arranaeaent; or 
3. any arrangeaent obtained froa a layout by translatina horizontally any doa­

ino, as Iona aa no other doalno or end tree ia overlaid or crossed (this 
allows coapaotion of a layout by plaoina one doaino above another when they 
aatoh disjoint subteras). 

The exaaples in Fiaures 2 and 3 illustrate a nuaber of observations we can 
aake about this representation of rewritina: 

1. In a doaino layout there is no distinction between different orders of 
rewritina when the rules are being applied to disjoint aubteras: e.a •• the 
layout in Figure 3 wo•ld not be different if rule 5 had been applied before 
rule 4 or before rule 3. One can think of these rules beina applied in 
parallel, since the order of application ia always i .. aterial in this case. 
The layout representation just aakes this property especially evident. 

2. To the property that "the riahtaost tera of a rewrite sequence is terainal" 
corresponds the property that "there is no way to play a doaino on the lay­
out• (formally, there is no way to concatenate a unit layout onto the lay­
out). The layout is said to be blocked. (Tile layout in Fiaure 3 is 
blocked.) 

3. Thus the rules have the uniform teraination property if and only if every 
possible layout eventually is blocked. Bfl•ivalently, there are no infinite 
layouts. 

Our purpose with this representation of rewritina is to provide a conceptu­
al tool for findina and presentina proofs of new results about tera rewritina 
systeas. The first result we will prove with the aid of rewrite doainoes is one 
that will allow us to speed up the search for cycles by conaiderina only those 
sequences of rewrites in which a •aajor rewrite• occ-ars. 

A rewrite t 0 ~ t 1 is called a aaior rewrite if it is by application of a 
rule, t ~ u, to the entire tera t 0 ; i.e •• for soae substitution 9, 9(t) = t 0 
and 9 (u) • t 1 • When only a proper subtera of t 0 is aatched, t 0 ~ t 1 ia called 
a ainor rewrite. 

-----.--------- - ----- -----~ 
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Ia a layout, a doaiao is called a aaior doaiao (of the layout) if it 
represent• a aajor rewrite, and a aiaor doaiao otherwise. Pictorially, aajor 
doainoes are those that span the width of the layout. 

A aaior cycle ia a cycle in which at least oae of the rewrites i• major. 

3.1. Iheorea. If a rewritia1 relation ha• a cycle, it has a aajor cycle. 

Proof. Let us define the corridor of a doaino in a layout to be th• horizontal 
strip across the layout determined by the position and width of the doaino: 

I I I 
Any two corridors ia a layout are either disjoint or one i• contained ia 

the other. Therefore, we can find a corridor that is spanned by a doaiao and 
which contain• a layout as follows: start with any leftmost doaiao and follow 
it• corridor to the right; whenever a doaiao is eaooun.tered that doesn't lie in 
the corridor, adopt its corridor. 'Ille• we reach the ri1ht ead, we have a corri­
dor coataiaia1 a layout iacl1LClia1 a doaiao that ia aajor with respect to it. If 
the whole layout is Qyclic, the identified layout will be also, and will 
represent a aajor cycle. a 

We aow waat to define soao toraiaolo1y and soae aaaipulatioas of layouts that 
will be useful ia provia1 thooreas about the overlap clos'IU'e of a sot of rules. 
Coaaider aa adjaooat pair of doaiaoea ia a layout. Let t and u be the trees oa 
tho adjacent halves, where a subtree t' of t is identical to u (possibly 
t' ""t): 

~ ~ OR rnJ] <@ 

If either of t' or u i• contained entirely within a variable box, i.e., the 
aatch i• not between two aonvariable subteras, we say that the pair of doaiaooa 
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is weakly matched, and otherwise that it ia strongly aatched. 

Exaaples. In Figure 3, the doaino pair 

ia weakly matched. Similarly the pair 

1~1~1 
that appears in the concatenation of the layouts of Figsrea 2 and 3 is weakly 
matched, while all tho other adjacent pairs are atron1ly aatched. 

Now suppose we have two weakly matched dominoes, aa in Figure 4a, where t' 
ia coatained in the x variable box. If the (a,t) domino ia ri1ht-linear (i.e., 
t i• linear), then the pair of dominoes can be transposed as follows: roaove the 
(u,v) doaino froa tho layout and move the (a,t) domino to the ri1ht, ao that 
copies of the (u,v) doaino can be inserted to the left of tho (s,t) doaino, one 
adjacent to each x box ins <•••Figure 4b). Tllen !Al ro11lting coafig1tation 
!.!. still A layout, (the dominoes all aatch, uaiag tho aaae set of rules) with 
the same end tr•••· Tllia is the case also when a aJ11119tric kincl of transposi­
tion is perforaed on the layout in Figure 5a, producin1 the layout in Figure 5b, 
where we assuae that the (u,v) doaino is left-linear. 

Such tranapoaitiona cannot necessarily be perforaed on strongly matched 
dominoes, but we will define a different kincl of aaaipslation for this case. 
Strong aatching corresponcla to the concept of overlapping in the definition of 
derived pairs: if (r,a) aad (t,u) are rules that have a derived pair <p,q), 
then the dominoes correaponcling to (r,a) and (t,u) can be placed in a layout ao 
that they are strongly aatched. Tho layout configuration ahowa just where the 
strong aatch occurs aad identifies a potential derived pair. 



§Jl<81 

(a) 

l<;Jl<8 I 
l<;Jl.g] 

(b) 

Fipre 4. Transposition of weakly matched dominoes, where left 
domino ls rl1ht-1inear. 

(• 

l<nl~I 

(a) 

l~l<tll 

~· 

(b) 

Fi1ure 5. Transposition of weakly matched dominoes, where rqbt 
domino ls left-linear. 

i 
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Suppose now that instead of our stock of doainoea corre1pondin1 to a given 
rule set 1. we have a stock correapondina to OC(J). the overlap closure of I· 
Then for any atronaly aatched pair of doainoes in a layout there ia a doaino in 
our stock which correapoads to a derived pair &•••rated by the aatching pair. 
By Leaaa 3 proved in the Appendix. we can replace the atroa1ly aatched pair in 
the layout by the wderived pair doainow thua identified. and the result will 
still be a layout with the saae end trees. 

We are now in a position to prove: 

3.2. Theorea. Suppose the rewritina relation of I ia alobally finite and every 
rule in I is riaht-liaear. If the rewritina relation of I has a cycle. OC(!) 
contains a reflexive rule. 

Proof. (By construction.) Let 

(*) 

be a given cycle. 

t
0 
~ t ~ ••• ~ t ~ 

1 n 

Correapondina to (*) is a cyclic doaino layout 

0001 I 

='D1 'Do I 

where the doainoes correspond to rules of R. In fact since each of these rules 
ia also in OC(R). we aay take this layout aa a layout of doainoes correapondina 
to rules of OC(R). We will show how to aaaipulate this layout to a fora that 
shows there is a reflexive rule t ~ tin OC(R). 

We describe the aanipulations as an al1oritlaa operating on the cyclic lay­
out <••). 
Step 1. [Extract aajor cycle.] As in the proof of Theor .. 5.1. extract froa 
<••) a aublayout repreaeatiaa a aajor cycle. aakiaa it the layout subject to the 
following atepa. Also replace t 0 with ita allbtera aatohed by the layout. 

Step 2. [Push aajor doainos to riaht end.I Manipulate the layout to a fora in 
which all of the aajor doainoea are toaether at the riaht end. by aeans of tran­
spositions or replaceaenta by derived pair doainoea: wheaever R is a aajor doai­
no and I ia a ainor doaino adjacent to R on the riaht 
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either R and I are weakly matched, in which caae they oan be tranapoaod, or they 
are strongly aatched, in which caae they can be replaced by the derived pair 
doaino they define - which ia a aajor doaino. Thia derived pair .i..t•o ia alao 
right linear, aa Leaaa 1 in the Appendix ahowa. 

Step 3. [Look for cycle aaong aajor doainoea.] There ia now a nonempty aeqaence 
of major doainooa D1 , ••• , D• at the ri1ht end of the layo•t: 

These doaiaoea can only be strongly aatched - except for the caae where the 
right-hand aide of Di ia jaat a variable, b•t shortly we will ahow that auch a 
poaaibility can be raled oat. If there ia aoae conti1uo•• aabaequence 
Di , ••• Dj that fora• a cyclic layoat 

then, since there can only be strong matches, these doainoea can be coabined by 
j - i + 1 replaceaents into a single domino R that foraa a cyclic layout: 

Let R represent (p,q). Then there ia a aubatitution e auch that •o = 9(p) and 
9(q) • u0 , i.e., e unifies p and q. Furtheraore, a derived pair of (p,q) and 
(p,q) ia the reflexive rule (9(p), 9(q)). Since thia is in OC(J), we terainate 
the a11oritha. 

Step 4. [Duplicate.] If no auch aubaequonoe exists, construct a copy of the 
layout adjacent to it and return to Step 2 with tho resulting layout: 

~t 0 0 ml ••• r;;-JD 0 [] ~D • • • r;,D A, 
~ Cl 0 L::!.J L::J Cl [] L::!.l L:!!I ~ 

That concludes tho statoaent of the algoritha. Before considering the question 
of teraination of the al1oritha, we diapenae with the detail aentioned in 
Step 3: the case of adjacent aajor doainoea R aad I where the right tera u of I 
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is just a variable. Ye oaa aaauae the left tera t of I is aot just a variable 
(if it were then it would have to be th• aaae Tariable as u aad we would already 
have a reflexive rule). Siaoe the layout is oyolio. if we drop I froa the lay­
out. we obtain a layout that kaa as its ri·~~ ••4, tora,a properJ-.btera ide•ci­
oal to the left ead tora. Proa this we oo~;lu4- that t•• t~·#•Writi•I sela­
tloa la nht 1loballt finite, contrary to a11 .. 1ti~•·· ~ii oeat:ra•iotloa r•lea 
o•t the case under dlsouaaioa. 

It la obvious that eaoh step of this al1orltha is effective aad terainat­
ia1. Overall teraiaation la , .. raateed by the followia1 faota: 

a. At the k th execution of Step 2. the naaber of aajor doainoea. •• at the 
right end is at least 2k. 

, 
b. Let t 0 [k] deaote the tera to th' left of D1 la the layout at the k th exe-

outioa of Step 3. Siaoe each t 0 Ct.1 is ~,rived f~ ttf .- the rewriting 
relation la 1lobally finite. there are oaly finitely aaay distinct poaai-, 
bilitiea for t 0 C:t.J. By a). thea. there h.PJl' ••oJ... hn for whioJa.arbh 
trarlly loaa layouts of aajor doaiaoea .,~st. .Asa~ ~Y 1lo)al fillit•••••• ,.. •,• ' : ' ' 

these layo1lts oaaa~t all coati••• 1'itho,t.p~~1Ml~•l·J,teq. u0 , that is a 
d'ltflicate of aoae tora preTioualy obtained ia tho layout. 

Siaoe the al1oritha always teraiaatea. and does so with a reflexive rule in 
OC (I) • this p:ro,,;ea the theorea. C 

The correapoadiag theorea obtained by repla.oia1 "rilJlt-1.iaear" by "left-
linear" oan also be proved la a aiailar aaaaer. 
Corollary 4.3. we have: 

Coabiaiag th••• theoreaa with 

3.3. Jheorta. S•ppoae the rewritin1 relation of I is 1lobally finite and every 
ru~e in I is ri1llt-lia•ar or ••ery nU in I h 1e'tt-haear. Thea the rewriting 
relation of I is lUliforaly teraiaatia1 if and oaly if OC(I) coataiaa no reflex­
ive rule. 

Soae applications of this theorea are explored ia [0.ttaa. Kapur. and Xuaaer. 
1981] 

Recently. Derahowitz (1981) has propoaaed a "forward okaia" conatruotioa for 
rewritin1 ayateaa aad proved that a riaht-liaear rewritln1 ayatea la lUliforaly 
teralaatia1 if and only if it has no infinite forward chains. However. for 
left-linear ayateaa the aaalo1ou1 result requires that the left-hand aides of 

• 
the rules be aoaoverlapplna. a problea that we had lad••eadeatly enoolUltered 
whea conalderia1 th• forward chain coaatructioa aad a aiailar baobrard chain 
ooaatruo~ioa. Ye were thus led to iaveat the OTerlap oloaure ooaatructioa. The 



- 14 -

followin1 exaaple froa Derahowitz (1981) illustrates the advanta1• of the over­
lap cloaare construction over forward chains. Uain& th• forward chain conatr•c­
tion, it ia not possible to deterain• the aoateraiaation of this left-linear 
rewrite ayatea, aa pointed o•t by Derahowitz. Tile rewritin1 ayat .. ia 

f(a(), b(), x) ~ f(x, x, b()) 

bO ~ aO. 

These rules have only two forward chains, both finite: 

f(a(), b(),x) ~ f(x, x, b()) ~ f(x, x, a()), and b() ::> aO, 

but we cannot conclude anythi•& abo•t the teraination of the rules because they 
are not ri&ht-linear and, althouah they are left-linear, th• left-hand aid•• are 
overlappi•&· But in the overlap cloaare coaatr•ctioa, the rules have a derived 
pair rule 

-f(b(), b(), x) ~ f(x, x, b()), 

which, when overlapped with itself, 1ivea the reflexive rule 

f(b(), b(), b()) ~ f(b(), b(), b() )), 

aa a derived pair, provina that the r•l•• are nonterainatina. 
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4. CONCLUSION 

We have diao•aaed two ways to aake ••e of finite ••baeta of the overlap 
closure: proving restricted teraiaatioa and 4iaproviag 1Ulifora terainatioa. We 
have explored, witho•t ••oh ••ooeaa, ••iag ••oh fiait• a-.baeta as parts of 
proofs of .aifora teraiaatioa. We conjecture that for oertaia olaaaea of tera 
rewriting ayateaa it aho•ld be po11ible to ooap•te a bow.ad, a, ••oh that if a 
cycle exists, there exists a oyole ia which every tera is of size a or leas. 
For ••oh olaaae1, the overlap closure wo•l4 provide a 4eci1ioa prooed•re for .a­
ifora toraiaatioa. 

Another open q•e1tioa abo•t the generality of th• overlap closure ooaatruo­
tioa is whether the aa1uaption of left-linearity or right-linearity is aeoe1-
1ary. Altho•gh we have not beea able to find proofs of our results without this 
aaal11lptioa, we have also been .aable to ooa1truot a 0011aterexaaple. Ia any 
case, as di1ou1aed above, the overlap oloaw.re oon1tr'll0tion is aore general than 
either forward or backward ohaia oon1tr•otioa1. 

For the class of tera rewriting ayat .. • to which it aay be applied, coa­
structiag the overlap closure is as useful a1 oonatruotiag the ooaplete traaai­
tive closure. Furtheraore, using the overlap cloaw.re to show restricted terai­
nation or the ab1eaoe of uaifora teraiaatioa will always involve coaputiag fewer 
tera1 than would using the transitive closure. We 4o aot yet have auch eapiri­
cal or analytical evideaoe a1 to the absolute eff icieaoy of u1iag the overlap 
closure for these purposes. The key que1tioa is how aaay teraa •••t be exaaiaed 
ia order to deaoa1trate that no cyole i• possible for tera• of up to size a. 
The few exaaple1 we have tried, uaiag a preliaiaary i11Pleaeatatioa, we have 
found oacouraging. 

The basic idea of ooa4uctiag a search for repeated teraa (cycles) or aub­
teraa sprang from 4iaoua1ioa1 in 1977 betweea oae of the authors (Kuaaer) aad 
Dallas Lankford. We thank P. Gloe1a, G. Buet, and 1. Levy for their interest 
and aa1iataaoe in refutiag •oa• of our earlier ooajeotw.re1, thus helping us ar­
rive at the notion of the overlap closure aad th• theoreaa of Section 3. We 
also thank P. Narendran for a1aiataace in oonatrv.otiag th• proof of the theoreaa 
in the Appendix aad J. Goguen for discussions of th• approach to tera rewriting 
used in OB.T. John Guttaa's research i• supported in part by the National Science 
Fo.adation mt.dor grui.t llCS78-01791 and by aa Office of Naval Research Contract 
with DARPA fuadiag IN00014-75-C-0661. 
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.APPBNPll 

1. Leaaa. Let t an4 u be unifiable terms with disjoint variable sets, and e be 

their aost aeneral unifier. Let e• be the restriction of e to the variables of 

u, say e• • Ce1/v1 , ••• ,en/vn]. If t is linear, then all variables in e1 , ••• ,en 

are distinct. 

Proof. For every variable x havina k ()1) occurrences in u, replace different 

occurrences of x by distinct variables x
1

, ••• ,xk that do not appear in t and u. 

Let u' be the re1ultin1 tera, which is linear. 

By Leaaa 2, in the a.a.u. e• oft and u', substitutions for distinct variables 

in t and u' do not have a ooaaon variable. Let • be the a.,.u. for the set of :s: 

teraa e•(:s:i), liiik, the substitutions for the variables used to replace aulti-

ple occ11rreace1 of :s: in u. If these a for every variable :s: having aultiple oc­
x 

currenoea in u are ooapoaed withe•, we aet a uaifier oft aad u. 

Ia this unifier, substitutions for variables in u do not have a oo .. on variable. 

Froa this, it is evident that the a.g.u. e of t aad u oannot have substitutions 

for variable• in u that share coaaoa variables. a 

2. Leaaa. For two unifiable teraa t and u, if t and u are linear, then the sub-

stitutions in their a.1.u. e for any two distinct variables of t or u do not 

have coaaon variables. 

Proof. By induction oa the structure in tera t. 

Basia: t is a variable. 

Th.ea &Ct) • u and the atateaent trivially holds. 

---------- -------~-----..~¥-----
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For t and u to be UD.ifiable, either u is a variable or u =- f(u1 , ••• ,un). The 

case of u being a variable is handled as in the basis atop. 

For the case u-= fCu1 , ••• ,un), for each i, liiin, ti auat UD.ify with ui by 

their a.g.u. ei, say. By the inductive hypothesis, the stateaent holds for each 

of ei. Since t and u are linear, the disjoint UD.ion of ei, liiin, is the a.g.u. 

e of t and u. It follows that the atateaent of the leaaa holds for e also. D 

3. Le .. a. Suppose t 0 ~ t 1 using r ~ a applied at position i, t 1 ~ t 2 uain1 

t ~ u applied at i.j, and a/j and t overlap detoraiaia1 the derived pair 

(p,q) • <e(r),[9(a) with e(u)at JJ>. Thea t 0 ~ t 2 usin1 p ~ q applied at i. 

A aiailar result holds for the case in which a v.aifies with a au.btera of t. 

Proof. Renaae the variables of t and u, if necessary, so that a and t have no 

variable in coaaon. There is aoae aubtera t 0/i and a substitution e1 such that 

e1 Cr) = t 0/i and t 1 • Ct0 with e1 (a) at i]. 

Again, there is aoae allbtera t
1
/Ci.j) and a substitution e

2 
such that 

92 Ct) • t 1/Ci.j) and t 2 • Ct1 with e2 (u) at i.j]. 

Since tho variables of a and tare disjoint, we have Ce1 U e2)(s/j) ~ e1 Cs/j) • 

e2(t) - eel u e2)(t). That is, el u e2 is a 1Ulifier of a/j and t and therefore 

has e as a factor: 

el u 92 - 83 • e, for soae au.bstitution 83. 

Thus to/i - 91(r) - eel u e2)(r) - (83. e) (r) - 83(e(r)) - 83(p). That is, to 

is aatched by pat i. Now consider e3 (q); it is 

e3 ([9(s) with 9(u) at j]) 

= [93 Ce(s)) with e3 (e(u)) at j] 
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= [0
1

(s) with e
2

(u) at j]. 

[t
1 

with e
2

(u) at i.j] 

= [[t
0 

with e
1 

(s) at i] with e
2

(u) at i.j] 

[t
0 

with [0
1

(s) with e
2

(u) at j] at i] 

[t
0 

with e
3

(q) at i], showing that 

t 0~t2 using p~q applied at i. We omit the proof of the case in which s uni-

fies with a subterm of t. 0 
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