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- S/W to be execuled on the frgogni-end and back-=2nd processors.

The objective of the fronl-end processor 1s to provide a
decentralized e:xecution of the TTY driver, in order lo 1lncrease
the system throughput in terms of Khs, to increase the C°PU
througnpul (redqucing lne cpu lLime required Lo handie Lerminal 1,0
operations) and to optimize the respcnse times.

The objecltive of the back—end processor 1s to increase the disk
subsystem throughput, reducing the average time required to

complete a disc I/0 operation requested by the CPU.
The CPU S/W itecelf will be transparent 1a the exizlence of tlhe

haclt-end grocessor.

The horizontal applications provide facilitiec in the following
areas: ’

= programming languages
- data Laso management syslams
~- communication packages

- utfice automation utilities.

... chapter 1. .-
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3.1.1. The system initialization and shutdown

When the system is in stand by <ctatuc, 1l is possibl
the initialization seguence, in on2 of the two ways:
- lgcally, pushing the “DC POUER oMY zuilch af %he croer

- from remote, via a telephone cail.

e ta 3

- - -

.
Having the system already in power on status, Lhe in:itizi:zaticn

sequence can be entered by pushing the "RESET" switch.

The system initialization consicsts of three steps:
- run of Té&Ds

- primary boot

- cecondary bootl.

The ~run of TEDe gquaraniees the veer thzt the syslem i
only afler a check that the H/W works progerly. Th:z
locally executed by each controller/processer via EPRO
"diagnostic routines. L

If - the execution of a T&D detects an error, an
malfunction identification code is displayed an the
rannel hexadecimal display.

In particular the first measab

: ‘te of main memory
sperable in order (o aliow lhe syslem

m Lo hnot.,

The primary beot is executed as CPU (ovw sco) EPREM cod
the task to select the initisiicz inA ievice . and to
secondary bool program from that dev:

via the operator pannel hexadecimal oily.

The secondary boot downloads the code ¢8 the VME proces

M resident

hardware
operator .

must

e: it
load

sors

BTN 3

be-

has
the

0

ce :“,o maim memory and give
control to it. Any error detected b} tie primary bool is notified

dis

fraom

the init device imto the local memories of the VME processors.

Aflter that it asks the svsltlem <csonsole operator

"standard'" initialization nas lo be done. If none cha
entered from the console within £ seconds, 1he secon
gives control to the UNIX oprogram. Otherwise, th

- —.select to run the file system check utiiity

o - select to run ‘a program different from UNIX

~T3elect ‘download into ‘a VME processor local memor

identifier<itself).

“-In the case that the calendar clo:k battery is out of p
secondary boaot informs of the event the console ope
waits for the correct date to be entered by him.

The console operator is informed via a specific messa
previous system shutdown was not correctly completed

if a
ractler
dary

non
is

boot

e console
operator via an interactive dialogue with the secondary boot can:

Yy @&

ower,
rator

ge if
(TBD),

code

different from that one selected by default (i.e. the file stored
“&mntOElhe /system dzroctory and thh a name equal to the processor

the
and

the
s0
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initialized via a communication line.

. If the operator enters a ctaracler in reply to Ythe ahbove
¢ question, he can do the following:
- anzcula/not eRuecute the file systhem chach gtility

- select to run a new copy of the UNIX program.

~ select 1to load a processor (like the station processor) local
. -memory with a code different from that one loaded in the gproper

root file system directory.

If the initialization procedure detects a system configuration

which i inconsistent with that defined to UNIX v:ia the
L configuration facility:
- ¥ more processorz/controllere are <cgornnected Than Llhcse
¢ delivered

declared to UNIX, a warning message 1

- = if the type of processor/controller connected differs from that
declared to UNIX, a message is delivered and the system halts.

c e —

3.1.1.2. Initialization from diskette and tape

The inizialization iz executed from diskete or teape if an
initializing diskette or tape is mounted at power on or resetl
time. ‘

The reasons for having zn initialization from one of these two
devices are one of thc following: :

- execute a recovery procedure

. b

P

f%ﬁ~ ~-execute back up copies (or restore back up copies) of the on
£ line disc volumes

£k run. a stand alone utility

o - etc. (see paragraph 3.1.6.).

In case of initialization from diskelte or tape, the system/user
interactions are usually only via the system console, i.e. tlhe

- i e .- chapter. 3. page.b& . ..



P D e —

yeiem Soflware EPS - draft

3.1.1.4. Battery back—up facilily,

The SGM2 systlem ailows lhe optional conneclion of an e:ternal
switching battery, auxillary power supply able to communicate
witlh the SGM2 SCO board.

Via this option, as soon as the power fails, all the central
H/W is powered by the external battcry and the UNIX kernel is
’ signalled of the evenl so thal it ic¢ able to do the necessary
} recovery actions before to power off the system. To be remarked
. that the system is powered off as soon as possible, 1in order to
’ save battery power; even when the 3yslem is pcowered off, it will
Le able 1o receive from the extlernal swilcning batlery the
information that power is back or, <o that the system activities
can be reslarted. ) :

Twog disizncl AT vail recovery Splicns are supcorled, according

, to a system administrator chnice:
} .-
1'_ . - soft fail option.- It 1s the defaull option an does notl regquire
.§ any resource 1in addition lo the external battery itself. -It -
provides axaclly th:z same prolecltion as when the power off swilch

is pressed, 1i.e. processes are signaled of SIGPOWER (19)_ and
buffers are sync (cee above) before o lurn off lhe power.

‘j,' #e : - non-stop oplion, which requires a magnetic device (a disc slice
- - agr ltape:, able lo siore &ii Lhe memory contents (including main
memory, and VME procezcorc lozal and shared memories) in  less

than 15 minutes.

The non-stop option provides lhe saving on the raw device of_ all
the system memories, <o that when the system is powered on again
the «cosole c¢an select 1o resume the system acltivities from the-
point &t which AC power failed {oplionally the console: operator
car zelecl Lo sziecule & uatl fail instead of a resume). *

To be remarked that if the power is back again in a short time
(beiny the term short a number of minutes less than 15 and wuser
selected) the system activities are resumed directly from- main
memory (without asking any guestion to the console operator),

L P

- . + i.e. are resumed in a very short time. e TR Sty
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3.1.2. The kermnel

§ The major characleristics of the SCMZ i*MIY ':--~21 zrz %z  orz.lde
; et lntegrated support of the demanded mag3ing and mulliprocessor
4 facilities, still maintaining a full compatibility with the

standard.

2.1.2.1. The-kernel programming interface

All the UNIX System V Release 2 Version 2 sysltlem -calls are

xf available, provicirngy the same interfaces as those described in
' the Programmer Reterence Manual of the above ATAT release. -
To be remarked that the system call interface is compatibre;with
the interface proposed by the /user/group, with the: ~few
limitations described by the "System V Interface Definition"
(' puiizsned by ATAT. -

In acuition to trat,,the syslem call interface 1is also compatible T
wilth the interface —ropoced by the X/Open Group, exceepl for Lhe
above limitatons. :

The run of the System V Verification Suite tests _(delivered by .-
AT&T) will jjuarantee the compliance to the standard. SVVS test
r2lusts will be shipped to ATE&T, which is committed™ to make
public the resulte cf the product verification at the beginning
gf Thae 1987, :

' See chapler & for walh concerns the portability of xAXJSUperteam

: applicatiouns to the SGM2 machine. T ’

P

chapter 3 page 10 . . S S
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that is tre kernel (which is & process loaded and iccked in main
memory at bool time) and the shared memaory sagments, whicn  are
entirely allocated in main memory al creation t:me and locked
untill used

- the program pages are shared e&e~--=n  concurrant rrocaczsas
vexecuied on lLhe same processor, see ruilowing paragraph):

—-— complete sharing of texl pages

-= sharing of data pages, untill not modified (see copy-on-write
facility), in order to provide a very powerfull support to the
"“fork" kernel primitive '

- main memory paiuo replacement algorithm:

-- based on the LRU (least recently used) policy, selec'ed as =2
coempromise  belwsen  the FIFfU solicy and the workiny szet policy

definea by P.J. Denning. H/W assislt to help the S/W deamgn in

defining the LRiJ pages. ' - -

.To .be sumari;ed that the LRU policy states that whenever a fresh

page of ma.r memory is needed, the page -unreferenced for ihe

longest time {(among all the pages of all the processes - execuled

by the CPU, but locked pages) is removed, whereas the working set
policy chooses for remove & page of a non-aclive process or one
"non-wnorking-sat'" page of an active process.

-— pages to be replaced are swapped cn the disc device onfx_ i

nececsary?! when modified (H/W assist to identify modified pages)
or when never swapped (i.e. only loaded from tUthe original

device). The reason for swapping unmodified pages is due to the"
much greather efficency in loading pages from the swapp device -

instead of loading pages from the original device.

-- none process ‘'page groupping'™ facility is provided, as for _

example S/38 provides via the access group facility. The lack of
such & facility strongly simplifies the syslem architecture, but
could impact performances, particularly —in a transaction
proceccing environment in the case that the number of program
pages required to process Lhe transactions 1is significantly

greater than -the number of main memory physical  pages: an

improvement in this area is under evaluation., = . *

chapter 3 page 12
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define which processing has (o De execuled on eacn CPU.

Via this option, a specific CPU execules oniy *ne processes
related to an administrator cefineda set o9f work <ctlations. Via
this option, an administrator defined set os resources (cpu and
main memory) is allocated to & set of wusers, so that the

performences of the proccccti- T =2xeczatled by tinis se. of user 2
predictable, being not impactes oy the processing execuled by the
other users. : .

3.1.2.5.1. Main memory mapping

The mappinga of information in the two CPU memories provides to
salisfy two major requirements:

- tightly coupled multiprocessor requirement, whicq implies the

"sharability of main memory data among the twa CPUs

- performance requirement, which .implies 1o"keeb the process
pages loaded as much as possible (i.e. -without missing the above
requirement) into the memory of the CPU which 1s running the
process. In fact, even if it is possible-via the VME-_bus _to
access from one CPU the memory of the other CPU, the "best”
performances are obtained accessing CPU "local' memory pages: -

From a logical point of vxew,-the main memory.data can -be dlvxded‘
into two categories:

- GLOBAL: SHARED among processes and/or CPUs

- LOCAL: used only by a process and/or CPUq

The data types allocated in the two‘1ypes of memory are-

GLOBAL T

L e meem o o e

kae(nel tables type S(hared) -'-’kernei tables type E(xclusive)A;-~

- kernel U-block

- user program stack

.chapter 3 opage 14
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3.1.2.3.2. Process management and event notification

BReing the executlion of a process statically assigned to a CPU,
each CPU manajges a specific setl of process
Consequently, the sharing of the CPU lsoc

processes assianed to the CPU its3elf ic
each CPU:

es
al resources among the
dzpendentily decided ftor

te

~ the demaend pager operates on CPU local data and local memory
rages independently fron the other CPU demand pager (exceept for
the allocation of shared memory segments) and there is one page
daemon per CPU

- lthe proceses dispaltching routine provides lime sharing cf the
Py among the processes assigned to the CPU itself, independently
from the dispatching of processes on the other CPU

- lue inlerwal limer (CPU local device! is locally used to manage
wnal above.

=ach CPU can interruptl the other CPU: when a CPU processes an
event which changes the status of a-prdcess allocated to the
cther CPYU, it 1nterrupts ‘the other CPU, whlch will rearrange the
iocal process queue status.

What above will typically occur when a prncess releases a
resource, for which a process assigned to the-'other- CPU isg
waiting or when signals are issued, etlc. - -

On the other hand, the SGMZ architecture- is-designed. to_minimize
the probability of interCPU notifications required to readdresc
interrupts, originated by device “controllers and processors, from
one CPU to the other (in fact in this case the readdressing of
interrupts means loss of performances):

- each CPU can execute the device &river;

- each item of the 1/0 request queue of synchronous devices (like
discs) contains the identifier of the CPU which runs the process
which has issued the I/0 request, :*so that at each”1/0 "Eﬁératxon
the device driver (no matter which CRU is running it) can program
the BIM of the controller..-.specxfy;ng which" CP - LLL be
interrupted when the 1/0°is" terminatedl'; : . T

CPU to CPU notification is_ required-only to wake—up process(es) RO
of the other CPU waiting for-the termination of the same 1/0

request

- for asynchronous communication lines, the Station Processor
interrupts as above the proper CPU (see par. 3.2.1.).

chanpter 23 paae 146
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The synchroenization of the o2axeculion of the semaphore
manipulaticn primitives themseif is obtlained via the MC&8020 and
VME bue standard facilities: a semaphore is constituted by a
counter and a synchronization byte. The counter is used to change
the status o¥ lhe semachorsz rescurze, Lhz synchroanizalion oyle e
allow the sesmaphore manipulation by one CPU at a time. The
semaphore manipulalion segquences are:

- set CPU not interruptable
- lock the semaphore, via a TAS instruction
- loop untill semaphore availaktle

- operate semaphore (add one or suplraclt one to/from caunter)

= 17 cgunter value ...f(high propabilily case):

- unlock semaphore, via a write of the
synchronization byte

.- satl QPUlinterruptaple

s - that six instructions and four global memory accesses are in
general required to manipulate a semaphore (the granuliarity of
synchronized - sequence 1is such that reseu:ce contentxon cases are

‘very unfrequent). - -

Finally, the multiprocessor code implemeniation will allow to do
not modify the _device drivers.. (im -additien to the user
agplications as-ewplaxned above) 1mp1emented for &~ monoprocessor
UNIX system: =

= the device driver will still use the sleep and wake-ugp
primitives (which-in the kernel routines are now replaced by the
psem and vsem primitives), -which are modif:ed to be consisten
with the semaphore kernel 1mp1ementatxon and without changing the

AR NS

V4

- the kernel itselft will*Vldtk4;tﬁe"device”'fégoﬁ?ce (via a7

semaphore associated to the devxce_tables) before to run driver.

routines or 1nt tr

LRz
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3.1.4. The subroutines libraries

A1l the UNIX System V Relicase 2 Vercion 2 subroutines will bLe

provided.

urtine
execute ?1:et1ng point operations fully utilizing the
scientific <coprocessor. In the <case that a specif
installation does not have installed the MC&48881, an
instruction”" trap will be generated and the interrupt
wille emulate the execution of the instruction (via
routine): this approach will guarantee object
transportability across dishomogeous SGIMZ2 machines.

M
ic
lli

h

I

s of the matliv library will be modified in oraer o

c68381

sSGMz2
llegal
andler
a S/W
rogram

Some subroutines will be coded in assembly, 1in order to increase

.

performancecs? the sel of cubreoutines to e asseomb.y coded
supplied later.

3.1.5. The S/W factory - . ~-- .= = __

1,

The ©S/W factory products are obtainedﬁonithe baz:¢ of
source license of the Motorola 48000 Software Genuration

(8GS). - .7 T - o TS

w

Lhe

ill te

ATET
System

Two of the product; available via this license (ine assembler and

the C <compiler) are upgraded to produce chbject code

fo

r Ulhe

MC48020 interior decore, via the acquisition from Molorola of

those products. '_ < ;

The linking edxtor is modxfzed in order to create an objea
file with a layout consistent with the demanded

art
S v

code
paging

requxrements and ‘an, ab;ect program vxrtual memory map consistent

with the SGMZ archxtocture.'

It is unde
C - compiler :

thh """ & tompatxble product, which exhibits

performancts. 1n~ﬁexecut1ng some critical sequences; like - the

- subroutine- call prologue.

chapter 3 page 20
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To the. 'SPb ~are _connected up tofs-tommunication

All the communicationﬁlines are: asynchronous lines. -

M Svsilem Suviware EPS - draft

2.2. The S/W ta drive the system peripherals

All the peripharals of the system are connected via
controllers/processors connected to the system via the VME bus,
the only exceptions being the timer (which is installed on the
CPU board itself),

When the system is booted, the initializing CPU peile the boards
connecled to the VWME bus, detecting the types of connected boards
and running the proper diagnostics. After that the processors
local memory code 1ics loaded from the rool file system via a
processor EPROM/CPU dialogue. At the end of the local memory code
loading, control is passed to it by the =ZPROM.

To be remarked that via the initialization dialoque the uszer can
select to load & procecssor code adaif+erenl trom that one sLnred on
the rootl file zystem, <o that the use+- has the fleuibility ‘g
implement and lest his own VME processor code (see paragraph
CO I T

EE

The procéssor ccde is obtained running an utility, which takes

input® from ..an .a.out file ‘and generates a byte stream lcadable
into the processor local memory with the structure (CRC etc)
expected_by the'processor EPROM.

In case of programming errors, the processor &FRGH is aule Lo

download on CPU -request the processor LOCALL memory contenle inteo
the CPU main memory. ™ T ==

The Followxng paragraphSwall describe %tz fclicwing processors
and controllers:

- the station processor model O (SPO)

- the-disc controller.

-~ - -

= .

prlnter devxce. , -

s B . . L e e B - =

TE v.:s<-q<|-w~

- The - printer devxce 1nterface is the "Centronics" interface.

.

i

_chapter 3 ..page 22
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S.2.1. The TTY driver via SPO

SCM2 provides a 'decentralized" execution of the TTY driver, 3o
that tlhe major part of the line character processing is executea
by 1the Station Processor (SP0O) S/W, reaching major performzncz
benefits:

- the number of CPU interrupts, originated by t'2 by the terminal
I/0 operations, is minimized

= the amount of CPU processing regquired by the TTY drivewr is
minimum

- the response limes are improved, in parlicular when the echoing
of inpul characters is executed by the TTY drivar i1ilseif and not
by the application.

Wrat above is provided by the TTY driver delivered by HiSi: the
application :mplementors can define their own line drivers, thh
~the limitation that the system interfaces must not be altered.;
The. interface between the,CPU executed TTY drivaer and the S?
executed _line.  driver is via interrupls and via the SP shared

“memory, wh}th contains a TTY structure plus some buffers for each
-TTY 1line connected to the SP.

The buffers consist of a “circular" character iist and an header.
-‘The buffer header prov:des two pointers to the character list: a
charcter ‘producer -pointer afid-a characler consumer pointer. The
buffer management policy allows t3 @void synchironizalion between
the producer and the consumer in acces:zing the Luffer.

~

The maximum number of characlers per Luffecr is 2 Kbyle.

Case of terminal output operations

Caracter producer: CPU executed TTY driver

Caracter cunsumer: SP executed TTY driver, which polls the output
buffer, 1 80. that the CPU executed ‘TTY driver must not notify the
SP- of ‘the transition of the buffer from the emply to tlhe not4
empty status. -

In ‘the case that the application generates characters ‘in _output

ph a speed greather.than the line or terminal speed “(or the <SP .
s overloaded), the producer. poxnter reaches theJﬁconsumer

jtfj?!éth@d.- ‘the. CPU executed TTY driver lets the.: mapplzcation
Ibep,.unt111 ‘the SP will . not:?y (via an_interrupt) the reaching
f:the ‘low-water mark.

Iy

ointert one character before that, i.e. when the hzgh—wate mark““g

a . oA e L
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The interrupt level processing has the following characlteristics:

= 11 15 nol inlerruptable

= i{ must complete the interrupt proceccsing irn 122z than &9
microsec, oOtherwise the SPO Unroughgul 1: gcecreazes -2lihos .
termes of Kb/s/line either in terms of total throughcoul?

atching of

- it may require 1to the SP0O cxeculive tLhe
sing of the

background processing in order to complete the pr
evenl(s) originated by the interrupt

0
n r
M n
w oy

- the aispatching of inlerruptl processing routlines is based on
the vecltored interruplt MC&A8000 facility.

The background feval nrocessing has the following
characleristics:

- it is éiways interruptable
-_if does not have the same time constrains of the interrupt
level processing, but in any case Llhe background processing will

-decrease the -SPO throuahput in terme of cocked - character

processing

- Lhe bachround processing is dispatched by the SPO execulive,
when none  interrugl 1is pending, with the following pricrity
criteria: N - .

-— firstable is - run the &zcigound processing requested by the

interrupt processxng routines

-~ after " lhat xs run the baclground processing requested by the
"CPU.

-— priorities amoqg‘lxnes are handled in a round-robin basis.

To be remaked that in general the processing executed for the

:-"first“ line has a qreather priority than the processing executed
for the second line, etc.

-chapter 3 page 26
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Fortran which 1s compatible with, and identical to, American
National Standard FORTRAN, X3.9-1978.

- PASCAL. PHILON FAST/Pacscal follows the aANSISISZZ Stanzarc
Specifications for Pascal, as per the document
“"ANSI/IEEE770X3.97-1983"

- BASIC. PHILON FAST/BASIC-M is an advanced dialect of BASIC thatl
is most closely compatible in formal with Microsoft®s MRASIC.

3.3.1.2. SVS BASIC

- 3.3.2. DATA BASE

3.3.2.1. C-ISAM

- ST L -

3.3.2.2. UNIFY

" 3.3.3. Office Automation

3.3.3.1. UNIPLEX 11+

3.3.3.2. ALICE

3.3.4. Communication

-ty i .

3.3.4.1. BSC2780/3780

Functionality tests will be executed, connecting SGM2 to an IBEM

hast, to verify the following:

- the package can transmit and receiye BSC in ASCI1 and EBCDIC

. .cehanter R  npage 28 e e
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3.3.4.2. X.25/X.29/X.28/X.3

Provided via THOMSON-TITN telecommunication S% products.
A specific VME controller is renuired (zsc o/t DG

X.25 applicable standard:
CCITT reccomendations X.40-X.180, novemier 1980

X.25 provides the following facilities, 'éccording to the above
CCITT reccomendations:

- permanent and switched circuitls

— flow -~control parameler negotiation (window size and packel
size)

= Uhroughput class (assigned at initialization time, not
negotiable? o e o

- 7°and 127 window size
- call barring (incoming and outgoing at initialization time)
- closed user gr=aups

- Pasf selact

- one way‘lo;xal channels at initialization tlime

- rece}ved _REJ packet properly processed without application

- implicatiom, REJ neither generated

-r -
[ AR, e g “--.n.,-. A

- secondary X 25 address.

“:jDATAGRAMs ssnvxca IS NOT HANDLED’T

- @ and M bitls (passed to the application

D bit

- DTE to DTE communication without network

- LAP and LAPB at frame level w:th automatzc detectxon

C et ,\.-,---_,

R e P
S

The X.29 S/W supported facxlxtxes (accordxng to the X.3"CCITT
recommendation): )

rhanter ? paace 2O .
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:
i
: 3.3.4.5. LAN baseband
!
The LAN is Ethernel based. The ELhernet! cable i1s connected 15 the
cystem via a VME controller provided by EXCELAN and running tne
i EXOS 8010 package. The protocols followed by EXOS 8010 are:
Interface level Corresponding EXOS 3010 Protocol(s)
Application rlogin, rcg, resh, rwho (UNIX 4.ZE cD)
FTP, TELNET (Internet)
r Trancsport TCP, UDP
? Netlwuri . IP, ICMP
Data link Ethernet
- Ethernet versxon 1. O (sept 80) and 2.0 (nov 82) compatxble with
IEEE 8922.3. - . .
The EXOS 8010 implements protocols defined by the following ARPA
"documenls:
* - = Transmission Conrtrol Protocol - DARPA Internet Program Protocol

- -:"Specification, &FI 793, Sept 1981 .

- Internet Frolocol - CARPA Internet  Program Frotocol
Speficication. RFC 791, Sepnl 1981

) ©  ="Internet Cantrol Message Protocol! - DARPA Internet Proaram
- Protocnl Sgzcificetion, RFL 792, Sept 1981

&
i

- User Datesgram Protocol, RFC 768, Aug 1980.

EXOS 8010 provides the following utilities:

- - file transfer, according-to the "File Transfer Protocol, RFC
R 765, 1EN 149, June 1980 ---.=¢ - : .

R . = the 'wvirtual tefmxnal'utxixty.A telnet,  according to “Telnet
i Protccol®, RFC 764, IEN 148, June:1980 - i e

- - -—.._).“-o---..'.
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4. H/W supported/configurations

4.1. H/W supported

The SGMZ2 is open to conneclt every. lype of device connectable via
VME standard controller (providing. that the specific S/W drivers
are linked to the UNIX kernel via.the configuration utility), but
specific considerations must be done for the devices required to
initialize the cystem (see following paragraph) and for the " hard
disks (see paragraph 4.1.1.).

- ——— e e ca—

f e —— -

The paragraph 4.1.2. provides the:-list of controllers and devices
fully supported at SGM2 first customer shipment, Fully supported
-3 means tlhal Lhe device drivers are distributed and Jqualified by

' HISI and that all the information and/or facilitiec required to
fully support the device conneclion (like the tlermintfo for
terminals) is provided by HISI with the SGM2 system.

: R 4.1.1. The devices tq initialize the system and the hard disks.

ué . Assume that the d4-iver reultines and the command tn format 1lhe
. - ~ device are available, the connection of a new type of device able
~-*7 z.-to initialize the system requires extra code:

: - - programming of the System Controller EPROM.
oot o The system controdller coder (the-"first boot" program) must
BT o T do the following:
#.- - 7T 4= gelect the init¥alizing device (see paragraph 3.1.1. for
- T "the criteria to be followed in the sclection wf the init
- o= - device — an init device is recognizad by a specific magic
o number entered on the first block)
== load from the file system the executable program

. ' : - /hisi/loadable and give control to it

- link the new drivem routines to-the /hisi/loadable program and
to the UNIX kernel, xncludxng the UNIX kernel loaded when the

YR ~~~hwsystem 1s booted from dxskette-

- Stand Alone utzlities- T”B D

.,

For what concerns the hard disksuthemself, the format utility
must (in addition to the physical initialization of the disc
volume) <create the "VTOC" andisptionally flag the disc as

e e . e D rrane s e e Sl SR PR e - . - e e el -em g -
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6. Transferrabilitly

The transferrability objective is tc allow Ulhe execut:ion cn the
SGM2 machine of applicaticns developped for the AX-Sugerteam
machine.

The transfer of applications can be at source level, 1.2. object
code is not transferrable and a source recompilaticn is reguired.
In fact, even if the MC68CZ0 jguarantees upward compatibility with
the MCA8010 (the CPU chip used by the AX-Superteam), the format
of Lthe a.out file is differentl on the two systems.

AX-Superteam offers lwo operating systlems:

- Xeniwx
- UNIPLUS System V Release C.
The transferrability objecltive 1is limited tlo applications

developped for the UNIFLUS environment.

Due to the fact that the UNIPLUS S/W is not a coherent subset of
the S/W offered on SGMZ2 (i.e. UNIX System V Release 2 Version 2/,
to transfer a AX-Superteam application and compiie and run it
without any mcdification on SGM2, it must be recompiled with Lhe
following option: T.B.S.

In addition 115 tnat, all the commands which are avaiiacle via
UNIPLUS R1.9? but are nol included in System V 2.2., are
distlributed via & specific command directory.
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7.2.

7.2.1. Disc volume layout

Wy -

Data structures

- first sectlor:

ey

~ .

3 = e R VI W

== volume description (128 byles)

-- flag of bool disc

- second sector:

e eeey

e SiE

# TO BE COMPLETED LATER

superblock

-~ . chapter-7_  page 38

ta ..

. wiebe YT

information to load the S/W boot program
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