32

Order-Sorted Feature
Theory Unification

dliloli[tlall

PARIS RESEARCH LABORATORY

May 1993 Hassan Ait-Kaci
Andreas Podelski
Seth Copen Goldstein






32

Order-Sorted Feature
Theory Unification

Hassan Ait-Kaci
Andreas Podelski
Seth Copen Goldstein

May 1993




Publication Notes

An abridged version of this article will appear in throceedings of the International
Symposium on Logic Programminancouver, BC, Canada, October 1993), edited by Dale
Miller, and published by MIT Press, Cambridge, MA.

Contact addresses of authors:

Hassan Af-Kaci and Andreas Podelski Seth Copen Goldstein

{hak,podelski }@prl.dec.com sethg@cs.berkeley.edu

Digital Equipment Corporation University of California at Berkeley
Paris Research Laboratory Computer Science Division

85 Avenue Victor Hugo EECS, Evans Hall

92500 Rueil-Malmaison, France Berkeley, CA 94720, USA

(© Digital Equipment Corporation 1993

This work may not be copied or reproduced in whole or in part for any commercial purpose. Permission
to copy in whole or in part without payment of fee is granted for non-profit educational and research
purposes provided that all such whole or partial copies include the following: a notice that such copying
is by permission of the Paris Research Laboratory of Digital Equipment Centre Technique Europe, in
Rueil-Malmaison, France; an acknowledgement of the authors and individual contributors to the work;
and all applicable portions of the copyright notice. Copying, reproducing, or republishing for any other
purpose shall require a license with payment of fee to the Paris Research Laboratory. All rights reserved.



Abstract

Order-sorted feature (OSF) terms provide an adequate representation for objects as flexible
records. They are sorted, attributed, possibly nested, structures, ordered thanks to a subsort
ordering. Sort definitions offer the functionality of classes imposing structural constraints
on objects. These constraints involve variable sorting and equations among feature paths,
including self-reference. Formally, sort definitions may be seen as axioms forming an OSF
theory. OSF theory unification is the process of normalizing an OSF term, using sort-unfolding
to enforce structural constraints imposed on sorts by their definitions. It allows objects to
inherit, and thus abide by, constraints from their classes. A formal system is thus obtained
that logically models record objects with recursive class definitions accommodatlitiglenu
inheritance. We show that OSF theory unification is undecidable in general. However, we
propose a set of confluent normalization rules which is complete for detecting inconsistency of
an object with respect to an OSF theory. These rules translate into an efficient algorithm using
structure-sharing and lazy constraint-checking. Furthermore, a subset consisting of all rules
but one is confluent and terminating. This yields a practical complete normalization strategy,
as well as an effective compilation scheme.

Résumé

Les termes traits ea’ sortes ordorges (TSO-termes) fournissent une es@nitation aeljuate

pour des objets enregistrements flexibles. Ce sont des structuees tylodes d'attributs, qui
peuvengtre imbrigees, et qui sont ordoers gatea un ordre de sous-sortes. D&diditions

de sortes correspondemtles @clarations de classes imposant des contraintes sur la structure
des objets. Ces contraintes consistent en sortes de variablesguagi®ns entre les chemins
d'acas de traits, y compris l'auteférence. Formellement, legfitiitions de sortes peuvent
étre vues comme des axiomes formant une TS€+ib. L'unification modulo une TSO-¢otie
consiste en un processus de normalisation d’'un TSO-terme, utilisaeqiliagk de sortes pour
appliquer les contraintes structurelles impessur les sortes par leuefiditions. Ceci permet

aux objets d’letiter les contraintes de leurs classes, et donc de les satisfaire. Nous obtenons
ainsi un systime formel qui modlise logiguement des objets enregistrements, agaitions

de classesacursives, et qui accommodedtitage multiple. Nous montrons que l'unification
modulo une TSO-thdrie est indtidable en ghéral. Cependant, nous proposons un ensemble
de Egles de normalisation confluent qui est complet pourdi@ation d’'objets incodrents

par rapporta’ une TSO-thorie. Ces @gles expriment un algorithme efficace qtilise le
partage de structure et l&nfication paresseuse des contraintes. De plus, un sous-ensemble,
contenant toutes leggles sauf une, est confluent et Noetherien. Ceci fournit unegirade
normalisation com@te et pratique, et un seina effectif de compilation.
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Order-Sorted Feature Theory Unification 1

I think it fair to say that the preoccupation with language
among anthropologistsincludes a concern for expressivity
and style as well as lexicology and syntax... Grammatical
slips, or deviations from the idioms, can be detected by
everyone, even th#lliterate—unless the “errors” belong
to a popular dialect, in which case they are not erroneous—
because some things are generally considered to be wrong
and some things cannot be said.

RosertDarnTON, The Great Cat Massacre

1 Synopsis

Before we develop the technical details of our method, it is important that we give the
reader an informal motivation, assuming no background. We also relate our work to others,
and outline the organization of the remainder of the paper.

1.1 Motivation of problem

In[3], ¥-terms were proposed as flexible record structures for logic programming. However,
1-terms are of wider interest. Since they are a generalization of first-order terms, and since
the latter are the pervasive data structures used by symbolic programming languages, whether
based on predicate or equational logic, or pattern-directemiculus, the more flexiblg-terms
offer an interesting alternative.

The easiest way to describejaterm is with an example. Here ig/aterm that may be used
to denote a generic person object:

P : persor{name=> id(first = string,
last= S: string),
age=- 30,
spouse= persor{name=> id(last= S),
spouse= P)).

In words: a 30 year-old person who has a name in which the first and last parts are strings,
and whose spouse is a person sharing his or her last name, that latter person’s spouse being the
first person in question.

This expression looks like a record structure. Like a typical record, it has field names;
the symbols on the left of-. We call thesdeaturesymbols. In contrast with conventional
records, howevei)-terms can carry more information. Namely, the fields are attachsatto
symbols €.g, person id, string, 30, etc). These sorts may indifferently denote individual
values €.g, 30) or sets of valuese(g, person string). In fact, values are assimilated
to singleton-denoting sorts. Sorts are partially ordered so as to reflect set inclagion;
employee< personmeans that all employees are persons. Finally, sharing of structure can be
expressed witlrariables(e.g, P andS). This sharing may be circulae g, P).

Clearly, a first-order term can be viewed as a particelaerm. Namely, considering
only singleton sorts, a sort ordering reduced to syntactic equality, and numbers as features,
a termf(ty,...,tn) is they-termf(1= ty,...,n=t,). In fact, ¢-terms enjoy the same
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2 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

powerful operations as first-order termmatching(as, say, in term-rewriting systems, or ML
function definitions) andnification(as, say, in Prolog, or equational narrowing). This makes
them quite a more flexible data structure for symbolic programming since both operations
take into account the partial-order on sorts and extensibility with features. Therefore, they
can supplement first-order terms in a functional programming language or logic programming
language [3, 4]. Inthis manner, a form of single inheritance (matching) and multiple inheritance
(unification) is obtained cleanly and efficiently. Pattern-directed definition of functions or
predicates will indeed be inherited along the partial order of sortssihtehierarchy thanks

to matching or unification.

In object-oriented programming, typically, objects do not enjoy the expressivity offered
by ¢-terms. On the other hand, they are made according to blueprints speciftbalsas
definitions. A class acts as a template, restricting the aspect of the objects that are its instances.
Our intention is to conceive such a convenienceweterms and, in so doing, expand the
capability of the constraining effect of classes on objects. We propose to achieve this using
sort definitions A sort definition associates #-term structure to a sort. Intuitively, one
may then see a sort as ahbreviationof a more complex structure. Hence, a sort definition
specifies a template that an object of this sort must abide by, whenever it uses any part of the
structure appearing in thg-term defining the sort.

For example, consider the-term?

persor{name=> T (last= string),
spouse= T(spouse= T,
name= T(last=> “smith” ))).

Without sort definitions, there is no reason to expect that this structure should be incomplete, or
inconsistent, as intended. Let us now define theendonas an abbreviation of the structure:

P : persor{name=> id(first = string,
last= S: string),
spouse= persor{name=> id(last= S),
spouse= P)).

This definition of the sorpersonexpresses the expectation whereby, whenepersonobject
has featuresameandspousethese should lead to objects of siorandperson respectively.
Moreover, if the featurefirst andlast are present in the object indicated hgme then they
should be of sorstring. Also, if apersonobject had sufficient structure as to involve feature
pathsnamelast and spousenamelast, then these two paths should lead to the same object.
And so on.

For example, with this sort definition, thgersonobject with last namésmith” above
should be made to comply with the definition template by beimgnalizednto the term?

X : persor{name=> id(last= N : “smith” ),
spouse=> persor{spouse= X,
name=- id(last= N))).

The sort symball is the top of the partial order, the sort of all objects.
2In this example, it is assumed, of course, tisanith” <string.
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Order-Sorted Feature Theory Unification 3

Note that in our approach, we do not wish to enforce the explicit presence of the complete
generic structure of a sort’s definition in every object of that sort. Rather, we want to
enforce the minimal restrictions that will guarantee that every object of a given sort denotes
the largest possible set consistent with the sort’s definition. For instance, we could use
persodhobby:> moviegoing) without worrying about violating the template f@erson
since the featurbobbyis not constrained by the definition pérson

This lazy inheritance of structural constraints from the class template into an object’'s
structure is invaluable for efficiency reasons. Indeed, if all the (possibly voluminous) template
structure of a sort were to be systematically expanded into an object of this sort that uses only
a tiny portion of it, space and time would be wasted. More importantly, lazy inheritance is a
way to ensure termination of consistency checking. For example, the sort definipensoin
above is recursive, as it involves the goetsonin its body. Completely expanding these sorts
into their templates would go on for ever.

An incidental benefit of sort-unfolding in the context of a sort semilattice is what we call
proof memoing Namely, once the definition of a sort for a variabléas been unfolded, and
the attached constraints proven ¥githis proof is automatically and efficiently recorded by the
expanded sort. The accumulation of proofs corresponds exactly to the greatest lower bound
operation. Besides the evident advantage of not having to repeat computations, this memoing
phenomenon accommodates expressions which otherwise would loop. Let us take a small
example to illustrate this point. Lists can be specified by declaiiirandconsto be subsorts of
the sortist and by defining for the sodonsthe templatq{;-termcons(head:> T, tail = Iist).

Now, consider the expressiof: [1]X], the circular list containing the one element lex
desugared aX : cons(head:> 1, tail = X). Verifying thatX is a list, since it is theail of a
cons terminates immediately on the grounds tKdtas already been memoized to beoas
andcons< list. In contrast, the semantically equivalent Prolog program with two clauses:
list([]) andlist([H|T]) :~list(T) would make the godist(X : [1|X]) loop.

1.2 Overview of our approach

In this paper we present a formal and practical solution for the problem of checking the
consistency of aj-term object modulo a sort hierarchy of structural class templates. We
formalize the problem in first-order logic: objects as OSF constraint formulae, classes as
axioms defining an OSF theory, class inheritance as testing the satisfiability of an OSF
constraint in a model of the OSF theory. We call this problem OSF theory unification.

We give conditions for the existence of non-trivial models for OSF theories, and prove the
undecidability of the OSF theory unification problem. We also showftilatre of OSF theory
unification {.e., non-satisfiability of an OSF term modulo an OSF theory) is semi-decidable.
We propose a system of ten normalization rules that is complete for detecting incompatibility
of an object with respect to an OSF theong., checking non-satisfiability of a constraint
in a model of the axioms. This system specifies the third Turing-complete calculus used in
LIFE [2], besides the logical and the functional one.

As a calculus, the ten-rule system enjoys an interesting property of consisting of two
complementary rule subsets: a system of nine confluent and termivedialgrules, and
one additionaktrongrule, whose addition to the other rules preserves confluence, but loses
termination. There are two great consequences of this property: (1) it yields a complete
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4 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

normalization strategy consisting of repeatedly normalizing a term first with the terminating
rules, and then apply, if at all necessary, the tenth rule; and (2) it provides a compilation scheme
for an OSF theory since all sort definitions of the theory can be normalized with respect to the
theory itself using the weak rules.

1.3 Relation to other work

Our system is unique in that it comes with a semantic foundation and constitutes the first
proven correct and complete, practical algorithm for the problem of unfolding sort definitions
in order-sorted feature structures.

The problem was first already addressed in [1]. A significant difference is that the method
was restricted to single inheritance and was non-lazy. Operationally, it amounted to a
breadth-first expansion of all sorts and was not very practical.

Concerning undecidability of OSF theory unification, a related, but different result was
proven by Gert Smolkain [13]. The undecidability of our problem uses explicitly the existence
of a model satisfying the sort definitions while this is overlooked in [tB] &lso, Footnote 6).

As for unfolding sort definitions, we know of two other works, both relevant to computational
linguistics: that of Bob Carpenter and that of Martin Emele aathRZajac. Bob Carpenter [6]
proposed a simple type-checking of a system of sort definitions for feature terms that are
essentially a variation of-terms. However, besides being purely operational, this system
is limited to the simple case where sort definitions specify sort constraints on features
alone, without feature compositions and, more importantly, without shared variables imposing
coreference constraints on feature paths. On the other hand, his formalism handles partial
features, while what we present works with total features. As it turns out, our system can be
made to handle partial features with the addition of one simple decidable rule whose effect is
to narrow the sort of a variable to intersect a feature’s domain when that feature is applied to it.
Therefore, the system described in [6] is a special case of what we present here. In the recent
book [7], Chapter 15 deals with “recursive type constraint systems” extending that of [1] to
be of the kind we study here. He gives a complete resolution method similar to Horn clause
resolution. That method differs from ours in that it is not lazy.

The work of Emele and Zajac on typed unification grammars [10] is actually quite close to
what we report here. Their work is an elaboration of [1], with the assumption that features
are partial. Their main contribution has been the study of clever algorithms to carry out type
unfolding efficiently. In [9], Martin Emele describes an implementation that shares many
insights with the method that we describe here. In particular, he uses structure-sharing to avoid
much copying overhead, and whenever copying must be done, it is done such that no redundant
copying is performed. However, his technique differs from ours, in that when copying is
done, all the defined features of a sort are brought into the formula where it appears. Most
importantly, Emele’s algorithm is not explained in formal terms, let alone proven correct. No
semantics is provided, and no clear delineation is made, as our rules do, between a maximal
decidable subset of cases and the complete normalization.

The functional programming community has been using variations on, and generalizations
of, an extensible record formalism pioneered by Luca Cardelli [5] and used to endow
polymorphically typed languages of the ML family with a form of multiple inheritance [14, 12].
Records are viewed as partial functions from field label symbols to values. Record types are
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Order-Sorted Feature Theory Unification 5

defined similarly as partial functions from labels to types. What corresponds to unification

in our formalism is rendered there as record concatenation. In contrast to our (possibly
circular) use of logical variables and unification, coreference constraints are not supported,
and self-reference is handled using a special fix-point functional abstraction. Subtyping in the
Cardelli style of records is checked using static inference rules that are essentially performing
the kind of verification done by Carpenter’s system [6], but made more complicated by the

presence of polymorphic function types. It is hence very hard to compare that trend of work
and ours because of these differences in the nature, restriction, and use of records.

1.4 Organization of paper

Section 2 presents our formalization of OSF theories and recounts essential facts about
them. Section 3, the crux of the paper, presents the OSF normalization system and its formal
properties. We have adjoined an appendix: Section A gives a detailed example of OSF
theory normalization, and Section B reintroduces the necessary OSF formalism concepts and
terminology that we need.

2 OSF Theories
2.1 OSF Formalism

Let us first recall very briefly a few OSF formalism notions and notatioNe shall use a
set of sort symbol§, equipped with partial ordex and meet operation, together with a set
F of feature symbols. These two sets define an OSF signature and generate a set of OSF terms
with the following context-free rule:

ti= X:s(la=t,... fh=>t)

whereXis a variable from a sét, sisa sort inS, and{; € F, n > 0. The variableX is called
the term’s root variable, referred to Beo(t) for such a ternt. The sortsis called the term’s
root sort, or its principal sort. We shall refer to the sort of a varid&btecurring in ap-termt
asSort(V), or simplySor{ V) if the term is clear from the context.

An OSF constraint is one of (¥ : s, (2) X = X/, or (3) X.£ = X/, whereX and X’ are
variables iV, sis a sortinS, and{ is a feature iiF. An OSF clause is a set of OSF constraints
(interpreted as their conjunction).

Any OSF termt is equivalently expressible as an OSF clause, demp(e)j called its
dissolved form. We shall often confuse an OSF teffor its dissolved form, writing where
we meang(t). We will use a shorthand notation to express that a variieconstrained by
an OSF ternt. Namely, we denote b@[X] the formulaX = Roo(t) & ¢(t) and byC{[X]
the formuladVar(t) C([X].

Syntactically consistent OSF terms are said to be in normal form, and gatieins. They
comprise a set calle&. It is natural to exten& andA from the sort signature to the 9&¢
where they realize matching and unification, respectively. Unification of OSF terms is done
thanks to a normalization procedure. The rules to normalize OSF terms are given in Figure 1.

%The reader who is not familiar with the OSF formalism as defined in [4] will find sufficient details in appendix
Section B. Please refer there if, although we tried to avoid it, a concept is used without having been previously
defined.
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6 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

Sort Intersection:

p& X:s& X:¢
1)

d& X:sAS

Inconsistent Sort:
¢ & X: L

2)
XL

Variable Elimination:

p& X=X
3) if X # X" andX € Var(¢)
HX'/X]& X=X

Feature Decomposition:
P& XL =X & XL =X"

(4) : .
b & XL=X & X =X

Figure 1. OSF Clause Normalization Rules

May 1993 Digital PRL



Order-Sorted Feature Theory Unification 7

2.2 Sort Definitions

As explained in the previous section, we may view a class templateyagr@n. Hence, to
define a sors as a class is to associate to this safteerm whose root sort is Informally, an
OSF theory is a set of sort definitions, each of which i&&rm whose root sort is the name
of the class defined by that sort.

Formally, anOSF theoryis a function® : S ~ ¥ such thaSor{ Roo{@(s))) = sfor all
s€Sand®(T) =T,0(L) = L. The OSF theoryd = 1s which is the identity oS is
called theempty OSF theory

An OSF theory® is order-consistenif it is monotonic;i.e,, if vVs,s € S, s< § = @(s) <
@(s’). Recall that< is defined omj-terms (see Definition 3 on Page 22) extending the
ordering on sorts.

We shall always assume the OSF theéhto be order-consistent. By setti@(s) =
Ascy @(s’) if different from L, it is easily possible to normalize a non order-consistent theory
into an equivalent order-consistent one, if it exists.

Clearly, an OSF algebra is a logical first-order structdrénterpreting sort symbols as
unary predicates,e., sets, and feature symbols as unary functions, and satisfying the axioms
specified by the sort hierarchy. Namely, for all serts, s’ such thasA s = s, the following
axiom is valid inA:

AXiOMgrg—gry © VX (X:s& X:8 — X:d).

The name OSF theory is justified from the fact that the func@lospecifies a system of
axioms;i.e., for eachs € S, the axiom:

Axiome(g 1 VX (X:s o Cgg(X))

expressing that an element in the sonecessarily satisfies the constraints attachesi(tioe
constraints coming from the dissolvgeterm assigned teby ®). Note tha@(s) contains the
constrainRoo(@(s)) : s. Thus, the equivalende-) in Axiomg g, is, in fact, an implication
().

The class of all@-OSF algebras is the class of all OSF algebras such sfat=
[6(s)]14. Thus,® specifies a first-order theory, namely through the system of all the axioms
AXiOMsas'=s"] andAxiorq@(S)]. The notion oi®@-satisfiability refers to satisfiability in@-OSF
algebraj.e., in a logical first-order structure where the axioms above hold.

We will see next that such a structure actually exists (under the overall assumptiGrnishat
order-consistent). We first define the OSF algafyaf possibly infinite OSF graphs.

An OSF graphg = (V, E) consists of nodes denoted by mutually distinct variableg,in
i.e, V C V, and arcs between theme, E C V x V. It has a distinguished node, its root,
from which all its other nodes are reachable. All nodes and arcs of an OSF graph are labeled.
Nodes are labeled with non-bottom sorts and arcs are labeled with feature symbols such that
the same feature may not be attributed to two distinct arcs coming from the same node.

The set of all OSF graphs forms an OSF algebra:

e the OSF graph denotation of a saris the set of all graphs whose root sort is equal to or
less thars;
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8 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

¢ applying the featuré to a graphg rooted inX is the maximal subgraph @f rooted inX’
if g has an arc labeletibetween nodeX andX’; otherwise, it is a one-node arcless graph
whose node is a new distinct variabiggy labeled withT .
We next define the (possibly infinite) OSF claustdzsfold(¢) obtained from an OSF
clauseg by unfolding all sort definitions. Formallynfold(¢) = U0 Unfoldy(¢), where

Unfoldo(¢) = ¢ and:
Unfoldy1(¢) = Unfoldy(¢) U {Ce(g[X] | X : s€ Unfoldy(¢)}

We assume that the variables in the OSF constraints addéafotd,(¢), Var(@(s)) are new
for each unfolded sort constraiXt: s.

We define two formulae to b&-equivalentif they are equivalent modulo the axioms
specified by® and the sort hierarchy and modulo existential quantification of variables in only
either of the formulae. Thug, andUnfold;(¢), and everUnfold(¢), are@-equivalent. The
next lemma compares satisfiability ¢fandUnfold( ) in different structures.

Lemma 1 An OSF clause is ®-satisfiable if and only if Unfolg) is satisfiable.

Proof: Every®-OSF algebra wherg is satisfiable is in particular an OSF algebra wHéandold(¢)

is satisfiable. Vice versa, the domain of an OSF algebra wbafeld(¢) is satisfiable can be
“trimmed down” to the domain of &-OSF algebra (by including only elements which are values of
the valuations which makenfold(¢) hold true) such thaxiomes) holds for every sors which
occurs inUnfold(¢), and¢ is satisfiable. Sinc® is order-consistent, the interpretation of the sorts
can be chosen as the restriction of the old interpretation to the new domain. ]

Definition 1 (Solved OSF Clauses) A (possibly infinite) OSF clausg is called solvedf,
for every variable X¢ contains:

e at most one sort constraint of the form X, with L < s; and,

e at most one feature constraint of the fornd X= X' for each¢;

e if X =X € ¢, then X does not appear in any other OSF constraint.in

Lemma 2 A (possibly infinite) OSF clausg in solved form is satisfiable i#,, the OSF
algebra of possibly infinite OSF graphs.

Proof: Let X be a variable inp whereX is not on the left side of the symbet anywhere ing.
We define the valuatioa on X as the graph{V, E) with the root nodeX, whereV = |J,5, Vn,
E=UsoEn Vo={X}, B0 =0, Vos1 = Va U{Z | Y.L = Z € ¢ forsomeY € Vi}, Enit =
EnU{(Y,2) | Y.£ = Z ¢ ¢ forsomeY € V,}. AnodeY is labeled bysif Y : s € ¢ for somesc S,
and by T otherwise. An ar¢Y, Z) is labeled by if Y.£ = Z € ¢.

If X=X € ¢, then we setr(X) = a(X’). Clearly, every OSF constraint g¢fholds in%, under the
valuationa. |

Definition 2 (@-solved OSF Clauses) An OSF clausé is called@-solvedfthe OSF clause

Unfoldl(qb), obtained by unfolding all sort definitiomsce can be normalized into a solved
form which containg, and no other constraints whose variables are those ffom
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Order-Sorted Feature Theory Unification 9

That is, if the solved form contain$: s, then eitheiX : s € ¢ or X ¢ Var(¢). Similarly, if it
containsY = X, then eithelY = X e ¢orY ¢ Var(¢); and if it containsX.£ =Y, then either
XL=YegorY ¢ Var(g).

Thus, the OSF clausgis @-solved if the OSF clause:

Unfoldi(¢) = ¢ U | {Cos)[X}

X:s€g

can be transformed, by applications of Rule 4, into an OSF constginof the form
¢' = ¢ U ¢1 U ¢ Whereg; contains only equalities of the for= X whereX ¢ Var(¢) and
Y ¢ Var(qS) andg, is an OSF constraint in solved form whose variables are new;fae.,
Var(¢) N Var(¢z) = 0.

The OSF theory® is well-formedif, for every s € S, the dissolved)-term @(s) is in
©®-solved form. From now on we are interested only in well-formed (and order-consistent)
OSF theories.

We introduce next the OSF algebfg. The domain o, and the interpretation of the
features, are the ones#®§. If sc S is a sort, then:

sfe = {g e D¥ | ¥y, a = Unfold(X : s), a(X) = g}.

In the special case of the empty theaky, is the OSF graph algebig.

As in the case of OSF unificationg., of satisfiability of OSF clauses in OSF algebras,
it is sufficient to conside®-satisfiability in one particula®-OSF algebra, her&g. This
characterize¥¥p as canonical®-OSF algebra (meaning: arfy-satisfiable OSF clause is
satisfiable inZg). It follows from the fact that one can easily construct a homomorphism from
any ®-algebra intaZe (and, thus¥e is weakly final(cf., [4]) in the category of al®-OSF
algebras).

Proposition 1 Given a well-formed order-consistent OSF the@rya ®-solved OSF clause
is satisfiable inFg. In particular,¥g is a®-OSF algebraj.e., a model of the axioms specified
by the sort hierarchysS, <, A) and the OSF theorg.

Proof: Since, for each soge S, @(s) is @-solved,Unfoldy(¢) is @-solved, for alln. In particular,
for all n Unfold,(¢), and hence alst/nfold(¢), is @-equivalent to an OSF clause in solved form.
Thus, according to Lemma 2Jnfold(¢) is satisfiable in%,, the OSF algebra of possibly infinite
OSF graphs. Say)nfold(¢) holds under the valuatiom. Since all sort definitions itunfold(¢)
are unfolded, each graghrooted in a node labeled by a sarlies in the?,-denotation of; i.e,
g s?e (... C s™). Thus,a is in particular afe-valuation. That isUnfold(¢) and, hence C ¢/,
are satisfiable i#g. 1

3 OSF Theory Unification

We next investigate the denotational and operational semantics of the inheritance mechanism
from a class template structure into an object instance. We call this mech@&BnTheory
Unification since it is the solving of OSF clauses in the presence of an OSF theory. This
is a generalization of OSF unification, the solving of OSF clauses in the empty thedory (
Figure 1).
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10 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

Formally, OSF Theory Unification is the procedure whigtsolves an OSF clausg i.e, it
transformsg into a®-equivalent OSF clausg/ which is eitherl or in @-solved form (and,
in this case, exhibits it).

We will show that such a procedure exists that transfagragsccessively until either or a
®-solved form is obtained. i is @-equivalent tal, then L is reachable in a finite number of
steps. Generally, however, there exists no such procedure that is always terminating. Indeed,
if such a procedure existed, then according to Pribiposl, there would be an algorithm
deciding whether an OSF constraiits satisfiable in th&-OSF algebrag. This, however,
is impossible as Theorem 1 will show.

Next, we will informally describe and motivate the effect of each rule. Before doing that
we need to define some additional notation. We will follow strict naming conventions for
variables in order to identify them. We shall e for variables appearing in a formula being
normalized, and call theggobal or formulavariables. We shall us¥'s for variables in the
theory, and call thedecal or theoryvariables.

The theory variables appearing in a sort definit'@(ls) are all local to this definition
alone. Thus, without loss of generality, we shall assume distinct names for all variables
across sort definitions. More precisely# s = Var(@(s)) nVar(0(s)) = 0. Let
Var(®) = Uscs Var(@(s)) denote the set of all theory variables.

We shall useZ’s for new global variables introduced into a formula being normalized.
Finally, the theory variable at the root @f(s) the definition of a sors, will be identified as
Ys. We will denote b)Rooti@) the set of all root theory variables. Local and global variables
are always assumed disjoint.

Two theory variable¥ andY’ are said to b@ath-compatiblénotedY |} Y’) if they lie on
the same occurrence path in the definitions where they occur. ForMally/ if and only if
OcqY) N OcqY') # 0.4

We will denote by£e () the theory variabley’, if it exists, such that(Y) = Y’ in some
sort definition®(s).

Note thatRooti@) is in bijection withS. In particular, the operation onS can be defined
on Rooti@) asYs A Yo = Yang. In fact, the operatiom extends homomorphically to all
Var(@) by defining it inductively as follows:

Ysng if Y1 = YsandY, = Yy
YiAYa=1 Lo(YiAYS) if Y1 U YzandY = £e(Y]), fori =1,2;
Y, otherwise.

This operation is well-defined (1) becau®as order-consistent, and (2) thanks to the fact that
path-compatible variables must lie at the end of a same feature path from their definitions’
roots and the meen\] is defined on root variables.

The normalization rules that perform OSF theory unification are given in Figures 2, 3, and 4
and are called OSF theory normalization ruleBhe rules in Figures 2 and 3 alone are called
the weak (OSF theory) normalization rules.  As for plain OSF normalization, each rule
specifies a transformation of the pattern in the numerator into that of the denominator. While
the rules of Figure 1 transform OSF clauses, the new rules transfomiexted OSF clauses

“See Section B for a definition @cc
5A full example of sort-unfolding using these rules is detailed in appendix Section A.
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Order-Sorted Feature Theory Unification 11

()

(1)

(2)

(3)

(4)

Frame Allocation:

T FX:s& ¢ if X\Yy ¢ F, foranys' € 8,

ry{{xX\Ye} Fx:s& ¢ forallF e T

Sort Intersection:
rU{{x\Ys}UF} FX:s&X:9&¢

FU{{X\YS,\S:}UF}I—X:S/\S’&qb

Inconsistent Sort:
ry{{x\Yi}UuF}F¢
0 L

Variable Elimination:
r FX=X& ¢

if X # X" andX € Var(I') U Var(¢)
I'IX'/X]EX=X & ¢[X'/X]

Feature Decomposition:
F'EXL=X&XL=X"& ¢

TEXL=XE&X =X"& ¢

Figure 2: Weak OSF Theory Normalization Rules—Empty Theory
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12 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

Feature Inheritance:

ry{{x\v}ur} FXL=X & ¢
(5) if £o(Y) =Y andX'\Y' ¢ F
U {{X\Y,X\Y}UF}EXL=X & X : So(Y') & ¢
Frame Merging:
o LU {IX\YUF{X\Ys U P} g
r U {{X\Yas} UFUF'} - ¢
Frame Reduction:
r U {{X\\,X\Y}UF} +¢
(7 if Y Y
rU{{x\(YAY)}UF}+¢
Theory Coreference:
r U {{X\Y,X\Y}UF} ¢
(8)
ry{{x\v}ur} FX=X & ¢
Figure 3: Weak OSF Theory Normalization Rules—Non-Empty Theory
Theory Feature Closure:
I'k¢ if X\Y € FandX\Y' € F' for someF,F € I',
9 and both¢e (Y), Lo (Y') exist
I'-Xe=72& ¢ (Zis a new variable)

Figure 4: Strong OSF Theory Normalization Rule
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Order-Sorted Feature Theory Unification 13

A contexted clause is a formula of the fodh- ¢ whereg¢ is an OSF clause anf, called the
context is a set oframes A frame is a set of pairs of variable8 Y (read X stands fory”)
whereX € Var(¢) andY € Var(®). We write simplyg for § - ¢.

The rules proceed to normalize a formula from an originally empty context, creating at most
one frame per formula variable. These rules maintain frames so that there is exactly one root
theory variable per frame at any moment. The global variable in a frame that stands for the
root local variable is called the framgwincipal variable Intuitively, one may think of a
context as a set of activation frames, each being a local environment for a variable occurring
in the formulag, the pairs indicating what global variables stand for what local variables.
Alternatively, one can think of a frame as the materialization of an object instance. Thus,
the rules must ensure that a global variable is eventually principal in at most one frame. In
addition, note that the rules will materialize only what is necessary to ensure that the instance
is consistent with the class definition.

Rule (0) simply spawns a hew frame for a global variable if none exists for it yet in the current
context. This is akin to creating an instance in object-oriented programming. Rules (1)—(4)
do exactly the same work as Rules (1)—(4) in Figure 1. The only difference is that they keep
track of the sort information in the conteKtusing root theory variables. Rule (5) ensures that
whenever a feature is used in the formula it fits the constraints, if any, imposed on it by the
theory. Rule (6) recognizes that a global variable is principal in two frames and merges them.
This case arises from variable elimination and is that of two originally distinct global variables
that are later made to corefer. Rule (7) determines that the same global variable stands for two
distinct path-compatible local variables within the same frame. Therefore, the global variable
must stand for the common lower bound of these two local variables. Rule (8) enforces an
equation of paths as prescribed by the theory when it finds that two distinct global variables
stand for the same local variable in the same frame.

Rule (9) looks more complex than Rules (0)—(8). Infact, it simply completes the enforcing of
functionality of features. Functionality of a featureneans thatiX = X’ then¢(X) = £(X').

Rule (4) enforces feature functionality in the formula aloné essapplied at two occurrences

of the same variable in the formula. Rule (5) does the same for the case when one occurrence
is in the formula and the other is in the theory on the corresponding local variable. The only
case left is when it is found that, even though a global variable is not being applied a #eature
explicitly in the formula, it still may stand for two theory variables both being applied that very
featurel. We need to check whether the induced equality between the two theory variables
leads to an inconsistency. Therefore, a new global variable must be created and injected into
the formula as the result of applyidgo that global variable. This is done by an application

of Rule (9). After that, Rule (5) will do the right thing, bridging the gap between the two local
variables using this new global variable. In fact, it guarantees the transitivity of congruence
of feature path equations as per the theory. It is this rule that may make the normalization
algorithm diverge on consistent formulae as there is, in general, no way to predict how deep
along a feature path an inconsistency might arise. This is indeed confirmed by the following
fact®

5 Arelated, but different result can be found in [13] where well-formedness, order-consistency arigtbece
of one generic model of an OSF theory (there called a system a recursive sort equations) are not considered. In fact,
without Propogion 1, we do noknow whether there iany OSF constraint which is satisfiable modulo a system
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14 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

Theorem 1 Given a well-formed order-consistent OSF the@rythe problem of the satisfia-
bility of an OSF constraint in th&@-OSF algebraZy is generally undecidable.

Proof: We show that @ompleteOSF Theory Unification algorithm is also a decision procedure for
the word problem for Thue systems of equations on strings [11]. Consider a finite alghaioet

a finite sete C X* x X* of equations of words o&'. The word problem that consists in deciding
whether two wordsv; andw, in X* are equal modulo the equationsBncan be encoded as the
following OSF theory unification problem. Let us take for safts= {T,s,0,1, L} with 0 < s

1< s andOA 1= 1, and for the feature§ = X. Let us define® such that®@(s) is they-term
whose variables are all sorted witand such that to each equation= v in E corresponds one of
two occurrence paths from the root that meet in a common variable at their end.

Let us take an example to explicate this encoding. Consider the system of eqEatodbc =
ed, ae= b, bd = de}. Itis encoded as an OSF theory over the sort$ above and the set of features
F = {a, b, c,d,e}. The sort definitions are:

O(s)=sb=Yl:s(c=Y2:s5d=Y3:5),
e= s(d = Y2),
a=ge=Yl,
d= s(e=Y3)).

As for ©(0) and@(1), they both inherit the exact same structur@#s) except for the root sort since
Sor{Roo(@(0))) = 0, andSori{Roo(©(1))) = 1. Clearly,® is a well-formed and order-consistent
OSF theory.

Now, to decide whether an equality = w, holds modulo the equations, it suffices to normalize the
OSF term consisting of just two non-coreferring occurrence pattedw,, and whose root sort is
sand all other sorts aré except for the tips of the two paths which &and1l. If the normalization
algorithm is complete, then it will necessarily make the two paths corefer (and thus end with a sort
clash,i.e, normalize the dissolved-term to the equivalent OSF clausg if and only if the equality

w1 = W, holds. Otherwisej.e, if and only if the equality does not hold, it will normalize the
dissolvedy-term to an equivaler®-solved OSF clause and, thus, exhibitdtssatisfiability.

For example, to decide whethainc= demodulo the above equations, we need to check whether the
P-term:

sfa= T(b= T(c=0)),
d= T(e=>1))

(i.e, the OSF clause obtained by dissolving it) is not satisfiable modulo the OSF t@egiyen
above. |

Lemma 3 If ¢ is transformed intd” + ¢’ by the (strong) OSF theory normalization rules,
theng is ®-equivalent tap’.

Proof: For a contexted formul& + ¢, let us define the OSF clause:

[TF¢]=¢U( HCo9X& Y1 = X1 & ... & Yo = Xq}

of sort definitions. Thus, the result in [13] is on a test of satisfiabilitslir®-OSF algebras, and its proof has to
provide the construction of a particular one.
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Order-Sorted Feature Theory Unification 15

where the big union is taken over the frar{e8, Y, X1\ Y1, ..., Xo\Yn} € I
The variables irC@(S)[X] & Yi=X1 & ... &Y, =X, are taken new for each of these frames.
Clearly,¢ is @-equivalentto I' - ¢].

If I' - ¢ is transformed td™ + ¢' then [I" - ¢] is @-equivalent to [’ F ¢’]. This can be verified

by inspection of each of the OSF theory normalization rules. For each application by one of these,
we will give corresponding-equivalence transformations off | ¢]. These will either consist of
addingCe (5 [X] (again, obtained by naming its variables apart), or of applications of one of the rules
of Figure 1. Since these are all equivalence transformatidhs; p] is equivalent, and thus also
@-equivalent, to I + ¢'].

Each application of Rule (0) of Figure 2 adds a frafi€\Ys} to the context ofl' - ¢. The
corresponding transformation on the OSF clausé [¢] consists of adding the OSF clauSg ) [X].
One hereby obtains@-equivalent OSF clause.

Clearly, each step by application of Rulg ¢f Figure 2 toI' - ¢ corresponds to one step of
application of Rulei of Figure 1to [ - 4], fori = 1,...,4. In case of Rule (1), i§ A § is a strict
subsort of, then, in additionCe (sns)[X] has to be added.

An application of Rule (5) of Figure 3 t@ I ¢ corresponds to one variable elimination step,
followed by one step of application of Rule (4) of Figure 1 (the feature consiYalnt Y’ is part of
p), followed by another variable elimination step 0 I ¢].

An application of Rule (6) of Figure 3 t& + ¢ yielding I'" + ¢’ corresponds to two variable
elimination steps, followed by one step of application of Rule (1) of Figure I'te [p]. We add the
OSF clause&€e (sns)[X], hereby obtaining th@-equivalent OSF clausd - ¢].

An application of Rule (7) of Figure 3 corresponds to one variable elimination step, followed by one
step of application of Rule (4) of Figure 1 (the feature constrafhts= X andX'.£ = Y are part of
the derived OSF clause).

An application of Rule (8) of Figure 3 corresponds to several variable elimination steps.

Finally, an application of Rule (9) in Figure 4 adds a feature constkaf= Z with a new variable
Z. Clearly, [I' F ¢]is @-equivalenttoI' - ¢ & X.£ = Z]. ]

Theorem 2 If ¢ is transformed into the non-bottom normal foffig F ¢ by the (strong) OSF
theory normalization rules, thegy is an OSF clause i®@-solved form which i®-equivalent

to ¢.

In particular, because we assur@eto be well-formed and order-consistert, is, then,
®-satisfiable €.g, in ¥g). Of course, if¢ is transformed intapy = 1, then ¢ is not
@-satisfiable.

Proof: It is easy to see that, if'\y - ¢y iS in non-bottom normal form, thenl{; - ¢n] is in
solved form. Namely, otherwise one could apply an OSF clause normalization rule from Figure 1
to [I'n F ¢n]; this application could, in turn, be simulated by an application of an OSF theory
normalization rule from Figure 2—4. But this means exactly #ais in ©@-solved form. ]

Theorem 3 The weak OSF theory normalization rules are terminating and confluent (modulo
a renaming of formula variables).
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Proof: The number of times a sort definition is unfoldeta(Rule (0)) is limited by the number of
sort and of feature constraints in the OSF clause to be normalize@. isethe OSF clause obtained
from ¢ by doing all these unfoldingse., by adding the OSF claus€ys)[X], obtained by dissolving

the corresponding-terms@(s) and naming its variables apart. Then, using the correspondence
from the proof of Theorem 2, each OSF theory weak normalization stg¢pcan be simulated by an
OSF clause normalization step ¢h Then, Theorem 7 yields the statement. ]

Theorem 4 The weak OSF theory normalization rules normalize a formula in almost linear
time (in the size of the formula).

Proof: We use the simulation of OSF theory normalization by plain OSF clause normalization from
the preceding proof and the fact that OSF clause normalization is almost linear (the size of each
unfolded sort definition is assumed constant). ]

Theorem 5 If terminating, the (strong) OSF theory normalizationrules are confluent (modulo
a renaming of formula variables).

Proof: If the (strong) OSF theory normalization is terminating, Rule (9) is applied only a finite
number of times. Each time, it adds a feature constdéiht= Z with a new variable. Let o be the
OSF clause of all these feature constraints. Thef, o is transformed into the non-bottom normal
form I'y - ¢y by the weak OSF theory normalization rules only, and we can apply TheoremB.

Theorem 6 (Completeness) If ¢ is not @-satisfiable thenp is reduced tol by the OSF
theory normalization rules.

Proof: Using Lemma 1, i is not@-satisfiable, thetunfold(¢) is not satisfiable.

We use the fact (which is a consequence of the compactness theorem [8]) that, given a first-order
theoryT and a seW of open first-order formulad, U (3)W has a model if and only if, for every finite
subsef of W, T U (3)F has a model. Herd; is given by the axiom#xiomsay =g andAxiomes)
specifying the sort hierarchy and the OSF theory.

Thus, if a possibly infinite OSF clause is not satisfiable, then there exists a finite subset of it that is
not satisfiable. Now, i is not @-satisfiable, then there exists an indesuch thatUnfold,(¢) is

not satisfiable. Le®’ be the minimal non-satisfiable extensiongofvith sort-unfoldingsij.e., with
additions of OSF clauses of the for@sxs)[X]-

According to Theorem 7, the finite OSF claugeés reduced tal using the OSF clause normalization

rules (1)—(4) of Figure 1. Now, every OSF clause normalization step can be simulated by an OSF
theory normalization step, under the correspondence described in the proof of Theorem 2. The only
difficulty is the application of the feature decomposition rule on two feature constraints which both
come from sort unfoldings,e., from added OSF clauses of the fo@(s)). In this case, the
applicability of Rule (9) has to be shown. But if follows from the fact (Theorem 3) that the weak OSF
theory normalization are terminating. That is, after finitely many applications of Rules (0) to (8),
none of them is applicable, and, thus, Rule (9) is. |

We have divided the normalization processes into two phases. The first phase, consisting
of the weak normalization rules, is guaranteed to terminate in almost linear time. If the first
phase ends with the clause still not in normal form then the second phase, one application
of the strong normalization rule, is performed. From these two phases we derive a complete
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normalization strategy. Namely, the repeated application of phase one followed by phase two.
Note that if the process terminates, it terminates in phase one.

The fact that it is only Rule (9) that leads to undecidability gives us the ability to explore
what makes certain theories and queries non-terminating. For instance, a loose criterion for
a theory that guarantees that the normalization of all queries will terminate is that no two
variables have the same feature symbols. This is clear by looking at Rule (9)’s side conditions.
It is also clear that more complex, yet decidable, analysis can provide programmers using this
system with this guarantee.

Another benefit of the separation is that the terminating rules can be used to “compile” a
theory by using a partial evaluation technique. Namely, each sorita®finan be normalized
with respect to the theory using the terminating rules only.

4 Conclusion

We have presented a formal system of record objects with recursive class definitions
accommodating mitiple inheritance, and equational constraints among feature paths, including
self-reference. Although the problem of normalizing an object to fit class templates is
undecidable in general, we have proposed a complete and efficient set of rules to perform this
normalization whenever it may be done.

An interesting property of this OSF theory unification process is that it consists of a
terminating set of rules and an additional one which makes it complete. This property can be
used to explore the exact situations when the full set of rules will be guaranteed to terminate.

Appendix

A A Detailed Example

Let us takeS = {T, s, s1, %, S3, L} ordered minimally such thaj A s, = s3 and define®
as:

O(s1) =Yg, :s1(l1 = Y11 9)

O(s2) =Yy, :2(l= Yz2:5)

O(ss) =Yg 1 (b1 = Ya:5(£= Ya:8),£ = Ys3)
O(s) =Ys:s(f=Ys:59).

The path-compatibility relation is given bys, | Ys,, Y1 § Y3, Y2 | Y3, their symmetric
pairs, as well as all reflexive pairs. Therefore, theperation is given bys, A Y5, = Yg,, as
well as yielding the lesser element of all comparable pairs, and giingtherwise.

Unifying the twoy-termst; = s1(41 = s) andt; = (42 = s) modulo theemptytheory
yields they-term (up to variable renaming):

ti Agta = s3(41 = 5,42 = S).
However, with respect to the theoByabove, it yields the)-term (up to variable renaming):

ts=t1he o = s3(£1 = X: (£ = 8), £ = X)
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as illustrated by the following reductioretre’

"In the derivation sequence that follows, the parts of a contexted formula that make up the redex of the rule to
applynextare highlighted by overshadowing
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From empty context and initial formula:

0

F Xiist & Xpdi=X] & Xoisp & Xpo=X, & X1=X;
Frame Allocation [Rule (0)] yields:

{Xi\Ys }

F Xt & Xph=X, & Xoixp & X=X, & X1=X;
Feature Inheritance [Rule (5)] yields:

{X1\Ys,, X1\ Y1}

F X1 & X]_.Zlixg_ & XS_:S & X' & Xz.ezixlz & X1=X

Frame Allocation [Rule (0)] yields:

X\ Y, Xi\ Y2}, {X7\Ys}

F X1 & X]_.Zlﬁxg_ & XS_:S & X' & Xz.ezixlz & X1=X

Frame Allocation [Rule (0)] yields:

P\ Vs, X\ Y}, {X0\Ys}, { X2\ Vs, }

F X1 & X]_.Zlﬁxg_ & XS_ZS & X'y & Xz.ezixlz & X1=X

Feature Inheritance [Rule (5)] yields:

X\ Y, X\ Y}, {X0\Ys}, {X2\Ys,, X5\ Y2}

F Xiist & X hh=X & X{:is & X' & Xobp=X, & X,

& X1=X
Frame Allocation [Rule (0)] yields:

PR\ Yo, X1\ Y1}, {X1\Ys}, {X2\Ys,, X5\ Y2}, {X5\Ys}

- X108 & Xphh =X & Xis & XpiSs & Xoly =X, & Xb:

& Xi1=X;
Variable Elimination [Rule (3)] yields:

{Xa\Ys , X0\ Yah, {X1\Ys}, {Xa\Ys, X5\ Y2}, {X5\Ys}

F Xpise & X=X & Xj:is & X1 & X=X, & X,:

& X=X

Sort Intersection [Rule (1)] yields:

{Xl\YSs: XS_\Y]_} ) {XS_\YS}: {Xl\YSz: XIZ\YZ} ) {XIZ\YS}

XS & X=X & Xis & Xph=X, & Xyis & X=X

Frame Merging [Rule (6)] yields:
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{ X0\Ye, , X0\ Y1, X5\ Yo}, {X1\Ys}, {X5\Ys}
X & Xeh =X & Xis & X=X, & Xbis & X1 =X

Feature Inheritance [Rule (5)] yields:

X\ Ye, X0\ Y3, X0\ Y1, X5\ Yo}, { X{\Ys }, {X5\Ys}

F Xiiss & X=X & Xi:s & X:s & X=X, & X,:s
& X=X

Sort Intersection [Rule (1)] yields:

{Xi\Ys, X{\Ya, X{\Y1, X5\ Yo}, {X3\Ys}, {X5\Ys}

F Xiis3 & X=X, & Xiis & X=X, & Xpis & X=X
Frame Reduction [Rule (7)] yields:

{ Xa\Ys , X1\ Y3, X5\ Yo}, {X1\Ys}, {X5\Ys}

F X3 & Xefi=X, & Xiis & Xphh=X, & Xois & X=X
Feature Inheritance [Rule (5)] yields:

X\ Ye, X1\ Y3, X5\ Y3, X5\ Yo}, {X1\Ys}, { X5\ Ys }

F Xiiss & X=X, & Xj:is & X=X, & X,:s & X,:s
& X=X

Sort Intersection [Rule (1)] yields:

{Xl\YSs:XS_\Y3: XIZ\Y3: XIZ\YZ }: {XS_\YS}: {XIZ\YS}

F Xiis3 & X=X, & Xiis & X=X, & Xyis & X=X
Frame Reduction [Rule (7)] yields:

{Xa\Ys, X(\Ya, Xo\ Yz}, {X1\Ys}, {X5\Ys}

H X183 & X]_.Zlixg_ & XS_ZS & X]_.Zzixlz & XIZZS & X=X
Theory Coreference [Rule (8)] yields:

{Xa\ Yo, X1\ Y3}, {X7\Ye}, {X2\Ys}
H X3 & X]_.Zlixg_ & XS_ZS & X]_.Zzixlz & XIZZS & X1=Xo
& X=X

Variable Elimination [Rule (3)] yields:
{xl\YSs: XS_\YS}: { XS_\YS }: {XS_\YS}

H X3 & X]_.Zlixg_ & XS_:S & X]_.Zzixg_ & XS_:S & X1=Xo
& X =X

Sort Intersection [Rule (1)] yields:
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Xa\Ys, X1\ Ya}, {X3\Ys}, {X1\Ys}

F Xiis & X=X & Xj:s & X=X & X=X & X =X,

Frame Merging [Rule (6)] yields:

X\ Vs X1\Y3 3, { X1\ Ys }

F Xiiss & X=X & Xjis & X=X & X=X & X =X

Theory Feature Closure [Rule (9)] yields:

Xa\Ye, X1\Ya }, {X1\Ys}

- X108 & Xli=X, & X,is & X ly=X, &
& X, =X,

Feature Inheritance [Rule (5)] yields:

{X1\Ye, X1\ Y3, Z\Ya}, { X\ Vs }

- X083 & Xp£i=X, & Xis & X=X &
& X=X & X=X,

Feature Inheritance [Rule (5)] yields:
X\ Ys, X1\ Ya, Z\Ya}, {X1\Ys, Z\ Y5}
5 Xiiss & Xpfi=X, & Xi:s & Xb=X &
& Z:s & X=X & X =X,

Frame Allocation [Rule (0)] yields:

{X1\Ya; X1\ Y3, Z\Ya}, {X{\Ys, Z\Ys}, { Z\Ys }

- X108 & Xplh=X & X,is & X=X &
& Z:s & X=X & X, =X,

Sort Intersection [Rule (1)] yields:

{X1\ Ve X1\ Y3, Z\Ya}, {X{\Ys, Z\ Y5}, {Z\Ys}

XL=Z & Xi=X

X =2 & Z:s

Xib=72Z & Z:s

XL=Z & Z:s

- X108 & Xli=X, & X,is & X lo=X, & X.L=Z & Z:s

& X=X, & X=X,

This is in (strong)-normal form, yielding the)-term (up to variable renaming):

ts =t1 Ao o = s3(£1 = X: (£ = 8), £ = X).
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B OSF Formalism

B.1 OSF Algebras

An OSF Signaturés given by(S, <, A, F) such that:

S is a set okortscontaining the sorts and | ;

< is a decidable partial order @hsuch thatL is the least and” is the greatest element;
(8,<, A)is alower semi-latticegA S is called the greatest common subsors ahds');
F is a set offeature symbols

Given an OSF signatuks, <, A, ), anOSF algebrds a structure

A= <DA, (SA)seS: (ZA)leJ-'>

such that:

e DAisa non-empty set, called tli®mainof A;

e for each sort symbd in S, s* is a subset of the domain; in particular* = D# and
1A =0;

(sn ¢)A = s*n g4 for two sortssands in S;

for each featurd in £, £4 is a total unary function from the domain into the domaie,
(A DA DA

An OSF homomorphism : A — B between two OSF algebraé and B is a function
: DA — D” such that:

v(¢4(d)) = €8(~(d)) for all d € D*;

y(s?) C

e o

B.2 OSF Terms

An OSF term tis an expression of the form:
X:s(41= ty,. oyl = ty)

whereX is a variable inV, sisa sortinS , £4,...,£, are features itF, n > 0, t1,...,t, are
OSF terms, and whef is a countably infinite set of variables.
Here is an example of an OSF term (calhisop:

X : persor{name=- N : T (first = F : string),
name= M : id(last= S: string),
spouse= P : persor{name=> | : id(last= S: T),
spouse= X: T)).

We shall use a lighter notation, omitting variables that are not shared, and the sort of a
variable when it isT:

X : persor{name=> T (first = string),
name=- id(last= S: string),
spouse= persor{name=> id(last= S),
spouse= X)).
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Given a termt = X : s(Zl =>t,...,4h = tn), the variableX is called itsroot variable
and sometimes referred to Boo(t). The set of all variables occurring inis defined as
Var(t) = {Roo(t)} u UL, Var(t;).

Given a termt as above, an OSF interpretatigh and anA-valuationa : V DA, the
denotatiorof t is given by:

[0 ={a(X)} n s* n ) (&) H[14*).

1<i<n

Thus, for all possible valuations of the variable§ A = Uy, pa[t] 4%
A ¢-term(or OSF term in normal form) is of the formh = X : s(Zl = Y1, 4 > ¢n)
where:
e there is at most one occurrence of a variablim « such thatY is the root variable of a
non-trivial OSF termi(e., different thany : T);
e Sis a non-bottom sort i%;
e [1,...,£yare pairwise distinct features jf, n > 0,
e 1,...,¢¥narenormal OSF terms.
We call¥ the set of alkp-terms.
For example, the OSF term,

X : persor{name=> id(first = string,
last= S: string),
spouse= persor{name=> id(last= S),
spouse= X))

is a normal OSF term and denotes the same Sgtas»

Definition 3 (OSF Term Subsumption) Let andv’ be two OSF terms. Thett, < v’ (“
is subsumedby ¥ if and only if, for all OSF algebras4, [¢¥]4 C [¢']4.

Given a-term ¢, the sort of a variablé/ ¢ Var(1/;) will sometimes be referred to as
Sort, (V). Given a variabl&/ € Var(s), anoccurrence pattof V in ¢ is a string of features
obtained by concatenating all the features from the root leading to an occurrexceVa
call OCC¢,(V) the set of all the occurrence paths\bfn . For example, if) is they-term
above, therDcg, (X) = {e, spousespousg andOcc,(S) = {namelast, spousenamelast}.
The subscript) will often be omitted forSortandOccwhen the context is clear.

Here are a few facts about OSF terms.
¢ OSF terms generalize first-order ternarst-order terms form a special OSF algebra where

the sorts form a flat lattice and the features are (natural number) positions. Thus, the

first-order ternf (ty, ..., tn), is just they-term: f (1 = tg,...,n = ty).

¢ All variables occurring in an OSF term are implicitly existentially quantified at the term’s
outset(assuming no further outer context). As a corollary, sorts are particular (basic) OSF
terms: indeed, X : §]* = s* sincel,y,pa({a(X)} N s4) = s

¢ An OSF termy is the empty set in all interpretationsqf has an occurrence of a variable
sorted by the empty sott.

e Dually, [¥]# = D* in all interpretationsA if all its variables occur only once ig and
are sorted byr.

Research Report No. 32 May 1993



24 Hassan Ait-Kaci, Andreas Podelski, and Seth Copen Goldstein

X:person& X.name =N & N:T & N.first =F & F:string
& X.name =M & M:id & M.last =S & S:string

& X.spouse=P & P :person& P.name =1 & | :id

& | .last =S & S: T

& P.spouse=X & X:T.

Figure 5. OSF clause form of OSF tetparson

o Features are total functiondf v = X:s(¢1 = 1,...,4n = ¥n), andZ ¢ Var(s), then
[414 = [X:s(ts = ¢1,..., 40 = ¥n, £ = Z: T)]# for any feature symbd € F and
any OSF interpretation.

¢ Variables denote essentially an equality among attribute compositidagt example,
[X:T(la=Y:T,=Y:T)]4 = {de D*| ¢ (d) = £'(d)}. This justifies our
referring to variables asoreference tags

B.3 OSF Clauses

Alogical reading of an OSF term isimmediate as its information content can be characterized
by a simple formula. For this purpose, we need a simple clausal language as follows.

An OSF constrainis one of (1)X : s, (2) X = X/, or (3) X.£ = X/, whereX and X’ are
variables iV, sis a sortinS, and{ is a feature iF. An OSF clausés a set of OSF constraints
(to be interpreted as their conjunction).

Given A is an OSF algebra, an OSF claysts satisfiabldn A, A, a |= ¢, if there exists a
valuationa : V — D4 such that, for every OSF constraifitin ¢, A, a |= ¢, where:
o A,al=X:s ifandonlyif a(X) € s*;
o A,al=X=Y ifandonlyif a(X) = a(Y);
o A,a=XL=Yifand onlyif £4(a(X)) = a(Y).

B.4 From OSF Terms to OSF Clauses

We can always associate with an OSF tegm= X : s(£1 = t1,...,4n = tn) @
corresponding OSF claugé ) as follows:
p(¥) = X:s& XLy =X[&...& Xy =X
& ¢(v1)  &...& ¢(n)
whereXj, ..., X] are the roots o#1, . . ., ¢n, respectively. We say thai(d;) is obtained from
dissolvingthe OSF termy. For example, the non-normal OSF tetggsonOf Section B.2 is

dissolved into the OSF clause shown in Figure 5. It has been shown that the set-theoretic
denotation of an OSF term and the logical semantics of its dissolved form coincide exactly [4]:

[¥14 = {a(X) | a € Val(4), A,a = C}(X)}

whereC,[X] is shorthand for the formulX = Roo(%) & ¢(%), andCj[X] abbreviates the
formula3Var(y) Cy[X].

May 1993 Digital PRL



Order-Sorted Feature Theory Unification 25

X:person& X.name =N & N:id & N.first =F & F:string
& N.last =S & S:string
& X.spouse=P & P:person& P.name =1 & | :id
& | .last =

S
& P.spouse= X.

Figure 6: Normal form of OSF clause of Figure 5

To lighten notation, we shall confuse an OSF term for its dissolved form, writimghen
we actually meawp(z).

B.5 OSF Unification

Definition 4 (Solved OSF Constraints) An OSF clausep is called solvedif for every
variable X,¢ contains:

e at most one sort constraint of the form X, with L < s; and,

¢ at most one feature constraint of the formd & X' for each/;

e if X =X € ¢, then X does not appear anywhere elséin

Given an OSF clausg, non-deterministically applying any applicable rule among the four
shown in Figure 1 until none apply will always terminate in a solved OSF clause. A rule
transforms the numerator into the denominator. The expreg§ltX’] stands for the formula
obtained fromy after replacing all occurrences ¥f by X. We also refer to any clause of the
form X : 1 as theinconsistent clauselhe following is immediate [4].

Theorem 7 (OSF Clause Normalization) The rules of Figure 1 are solution-preserving,
finite terminating, and confluent (modulo variable renaming). Furthermore, they always result
in a normal form that is either the inconsistent clause or an OSF clause in solved form.

For example, the normalization of the OSF clause in the last example leads to the solved
OSF clause which is the conjunction of the equality constisingE N and the OSF clause
shown in Figure 6. The rules of Figure 1 are all we need to perform the unification of two
OSF terms. Namely, two termigandt, are OSF unifiable if and only if the normal form of
Roof(t;) = Roo(t) & t; & tp isnot.L.

An OSF clause in solved form is always satisfiable in the OSF graph alg&birgtroduced
next. As a consequence, the OSF normalization rules yield a decision procedure for the
satisfiability of OSF clauses.
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