
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































BESYS-6 

The intent of the so-called BESYS-6 system was to organize 
the 8K system area of memory so that it consisted of a static 
nucleus of minimal size and a dynamic area into which relo­
catable portions of the system would be dynamically loaded as 
dictated by a job's processing. There was never any doubt that 
this was an ambitious approach that had a certain aesthetic 
appeal. That the associated effort would ever produce a 
production quality system, however, was in doubt. 

Several practical factors were working against this ap­
proach. Foremost was performance. BESYS-5 had set a de 
facto performance level that would be difficult to beat. The 
overlay scheme was reasonably thought out and was designed 
to be optimal with respect to the way jobs normally used the 
system. The dynamic approach inherently had a higher over­
head having to deal with module relocation and core 
fragmentation. 

There would be no pending hardware upgrades to boost 
performance that could be traded for the increased overhead, 
and there was no hardware assist that could be used to reduce 
the overhead. The handwriting was on the wall for the 709X 
machines; attention had already shifted to the next generation 
of machines. 

Finally, the promised upgrades for the disk support were 
ready and in demand. They would be offered in an edition of 
BESYS called BESYS-7. 

BESYS-7 

BESYS-7 was put into service in May, 1964. It delivered the 
promised additional disk storage support, support for private 
libraries, a user facility for input source switching, and some 
rudimentary terminal support. 

User Disk Storage 

When BESYS-5 was introduced, disk storage space was 
divided into three categories: permanent, semi-permanent, 
and temporary. The permanent space was used for system 
residence, and the temporary space was available for use by 
users for scratch files. With BESYS-7, provision was made to 
allocate semi-permanent space to users. Space from the semi­
permanent category, called a key area, was allocated to a user 
on application to the computer center, and a name, called a 
key, was assigned to access it. 

A facility called REVISE enabled users to manage their key 
areas and to dynamically create, name, and allocate the space 
to files. Such files could be opened using their key and file 
names and accessed using any system I/O routine. 

As rudimentary as this file system was, it proved to be 
immensely popular. And surprisingly for a random access 
facility, it was primarily used to store many modest-sized se­
quential files. Development groups that used specialized sets 
of tools found the file system particularly effective because it 
permitted the tools to be centralized, made readily available 
to their users, and easy to maintain. 
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Source Switching and Private Libraries 

Two system facilities added to the effectiveness of the disk 
file system. The first was a standard source switching capabil­
ity, and the second was the ability to maintain and use private 
libraries of relocatable subroutines. Source switching could be 
performed at the control card or program level. It enabled 
users to redirect the system's standard input to any file. Al­
most overnight, drawers of job decks quietly slipped into the 
file system and suddenly cards took a step towards obsoles­
cence. Private libraries that could be searched by the system's 
loader abetted this shift and made the life of developers of 
specialized tools even easier. 

Experimental Terminals 

In 1964, an experimental PB-250-based intelligent graphics 
terminal, developed by E. N. Pinson, and several typewriter­
like terminals with local buffer storage were linked to the 
709X systems and made to "interact" with the system at the 
job level. Although they showed that users could interact 
directly with the system, the job processing nature of the 
system precluded the type of interaction taken for granted 
today. 

The End of The Line 

BESYS-7 was the last of the systems we produced for the 
709X machines. With the next generation hardware waiting in 
the wings, the pace of system development dwindled. Atten­
tion turned to the development of Multics and developments 
in the TSS/360 and OS/360 world. Optimistically, it was be­
lieved that one or the other of these systems would assume the 
work load being handled by BESYS. 

By 1967, this optimism faded as it became clear that such a 
step would not be cost-effective. The investment in existing 
software was too great, and the conversion costs were too high 
for a flash cut to work. Instead a proposal by the author to 
emulate BESYS-7 on the Systeml360 as a means of smoothing 
the transition to the next generation machines and spreading 
out the conversion costs, gained favor.14 

BE90 EMULATOR FOR BESYS-7 

In 1967, the proposal to emulate BESYS-7 turned to action. 
A team led by the author and including F. T. Grampp and 
eventually G. J. Hansen was formed to act on it. 

IBM had already produced an emulator for the 709X 
machines, called EM90. However, it did not support disk 
storage devices and, therefore, was not suitable for BESYS-7 
emulation. Our approach was to develop an emulator, called 
BE90, by combining EM90's CPU emulation modules with 
new routines designed to meet BESYS-Ts I/O requirements. 
In addition, direct interfaces to BESYS-7 and ASP were de­
veloped so that a mixture of BESYS and OS jobs could be 
processed within the same OS/360-ASP environment. 

BESYS-7 itself was streamlined slightly, dropping most of 
the code supporting the Tape Control System in favor of set 
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up information supplied by ASP. All other BESYS functions 
were supported and no user job needed modification. 

BE90 was put into service in March, 1968, and within a 
month the plug was pulled on two 7094s. The last of the 709X 
machines would be retired from Bell Labs in March, 1969, and 
BESYS would continue to be used under emulation until 
February, 1971. 

THE LAST CURTAIN CALL 

One of the last programs that BESYS would ever run involved 
a humanitarian effort to help a boy being treated for Hodg­
kin's disease. K. Knowlton, a Bell Labs pioneer in computer 
graphics, had helped develop a technique for generating 
movies visualizing the treatment of deep body cancer by radi­
ation. Since the computer programs for that purpose only ran 
under BESYS at the time, the system was fired up one more 
time under BE90 to process the patient's data. The results 
produced would determine the proper radiation doses and 
what vital organs and other parts of the body should get the 
radiation. 15 

One couldn't have asked for a more fitting end to BESYS's 
long and distinguished record of service. 

CONCLUDING REMARKS 

BESYS contributions are hard to quantify. Certainly it helped 
thousands of scientists and engineers gain more insight into 
their work as well as provide them the means to obtain the 
results they required. The author is pleased to have been a 
principal contributor to the development of BESYS-3 through 
BESYS-7. 

Unlike IBM's IBSYS and OS, it didn't attempt to be all 
things to all people. Instead, it took a series of machines that 
had potential but were complex and difficult to use and pro­
vided a system that transformed them into efficient and effec­
tive tools. 

Some like to say that BESYS influenced UNIX; but in 
practice, no more than L1 and L2 influenced BESYS. For 
their time, they are all good systems that marched off at right 
angles to one another sharing only the common bond and 
spirit of the people that work in the environment established 
by Bell Labs. 
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FMS: The IBM FORTRAN Monitor System 
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ABSTRACT 

This paper is a short history of the IBM FORTRAN Monitor System (FMS) and its 
follow-ons, which provided a popular early "work horse" operating system for the 
IBM 704/9/90 computer systems FORTRAN users beginning at the end of 1959. 

The events and environment leading up to this sytem are explored. This system 
was developed through an ad hoc cooperative effort by members of the user group 
SHARE, and the IBM FORTRAN compiler group, as an interim operating system 
solution pending a more general planned and funded system. While there was 
controversy about the wisdom of distributing the system, it became widely used, and 
contributed to an evolutionary set of operating environments. 

Fueled by dramatic growth in the popularity of FORTRAN, and some useful 
features of FORTRAN inter-program linkage, the system, and descendants of it, 
became standard for most IBM 704/9/90 series accounts throughout the 1960s. 
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BACKGROUND ... 1956-1959 

The Introduction of FORTRAN 

In 1957, IBM's John Backus and his small FORTRAN 
group made available the first FORTRAN compiler, for the 
IBM 704 computer system. They had devised both the lan­
guage and the compiler, and the reception by the user commu­
nity was extremely positive. For the first time, there was a 
capability for "non programmers" to program these machines 
in a practical way. The language's emphasis was on engi­
neering and scientific usage, and much sophistication had 
been put into producing object programs that were efficient 
for these applications. 

In 1958, the same group produced FORTRAN II, which 
extended the original system's capabilities by allowing sepa­
rately compiled FORTRAN programs to be linked together 
at load time, with symbolic linkage and data sharing. This 
extension was, in the author's opinion, a cornerstone to the 
practical acceptance of FORTRAN, and led to the expansion 
of the FORTRAN system into an early operating system. 

FORTRAN Operation 

At this time, there was no generally available operating 
system for FORTRAN users. It was the norm for a specific 
job to have uncontested control of the computer system, 
starting from a machine reset state, and ending with a pro­
gram halt. The FORTRAN compiler behaved in this fashion, 
as did a FORTRAN object program. A FORTRAN object 
program could be composed of mUltiple program segments, 
each the result of an independent compilation. To run a 
FORTRAN object program job, a special loader (the BSS 
loader, for Binary Symbolic Segment loader) furnished with 
the FORTRAN system, was boot-strapped into the computer. 
The BSS loader loaded multiple relocatable segments into 
computer memory, assigning locations as it did so, both for 
programs and data. Hence, the BSS loader was acting as a 
main memory manager for that job. After loading the pro­
grams, it passed control to one of them (called the Main 
Program). When the program completed, the machine came 
to a halt, and the machine operator would reset the machine 
to run whatever the next job happened to be. 

SHARE/IBM Operating System Strategy 

Within SHARE (the user group for this line of computers) 
there was a cooperative effort among several of the more 
experienced members, and IBM, to define and implement a 
standard operating system called SOS (SHARE Operating 
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System). SOS was meant to provide a machine control system 
to automatically sequence jobs without operator intervention, 
and to provide comprehensive development and debugging 
tools. This effort, however, was begun in parallel with the 
development and acceptance of FORTRAN, and there were 
some incompatibilities, both in concept and in detail, between 
SOS and FORTRAN. 

Increasing Customer Usage of FORTRAN 

Meanwhile, FORTRAN usage by many SHARE users be­
gan to increase dramatically. This was especially true with 
companies that were new users of these computers, and had 
little or no invested inventory of application software. It was 
claimed that development of engineering simulation and data 
reduction applications could be completed an order of mag­
nitude faster than with conventional machine language (or 
symbolic machine language) approaches. FORTRAN con­
tributed to the emergence of the "open shop," wherein en­
gineers from outside the computer shop were allowed to write 
their own FORTRAN programs to solve their own engineer­
ing problems. Typically, these programmers were not trained 
in machine language programming, which was restricted to 
"closed shop" personnel. 

Some of these heavy FORTRAN users began to devise 
machine room procedures around FORTRAN, and some 
revised the FORTRAN system provided by IBM to provide 
more efficient job-to-job transitions. Jobs were "stacked" 
onto an input tape using off-line peripheral equipment, and by 
local rules, the data written as output by jobs was written 
sequentially onto preassigned output tapes for subsequent off 
line printing and card punching. Some wrote "monitors," that 
provided transition from job to job without machine halts. 
These were, of course, practical solutions designed around the 
FORTRAN system, usually without regard to the concepts 
under development for SOS. 

The North American 709 FORTRAN Load and Go System 

One of these users was North American Aviation. Their 
Rocketdyne division computer center had devised such a 
monitor system known as the North American Load and Go 
system. This system allowed a single job to consist of one or 
more compilations, followed by immediate execution of the 
compiled job, and then automatic sequencing to the next job. 
Any or all of the job could have been compiled earlier, in 
which case the object program (in BSS form) was included 
with the input. North American Rocketdyne had made a 
number of revisions to the compiler and to the BSS loader to 
make this system. 
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In addition, they added a loading and execution time con­
cept that was not in FORTRAN. This was a concept of "chain 
links." Multiple FORTRAN programs, each of which was a 
full memory load, could be successively executed, in any or­
der, with the programs sharing data in memory. When one 
chain link completed, it invoked another chain link. The mon­
itor would load the next chain link into memory (overlaying 
the previous one, except for common data variables) and pass 
control to it. Any chain link could be invoked an arbitrary 
number of times. This was an important function, because in 
those days main memory was very limited (a maximum of 32K 
words), and many engineering applications required much 
more than was available. Chain links were a much more effi­
cient way to overcome this problem than dividing the applica­
tion into multiple independent jobs. 

The SHARE Subcommittee Report 

In March of 1959, a special subcommittee of the SHARE 
FORTRAN Standards and Evaluation Committee met in 
New York with members of the IBM FORTRAN group. The 
subcommittee was chaired by James Fishman of General Mo­
tors Research Laboratories. Charles (Chuck) Bortek repre­
sented North American, who had proposed to the committee 
in February to make the North American 709 FORTRAN 
Load and Go System available to SHARE, assuming IBM 
would generalize, distribute, and maintain the system. The 
purpose of the subcommittee was to evaluate that system, and 
to make recommendations to the parent committee "concern­
ing whether IBM should be directed to distribute and main­
tain this system for all 709 FORTRAN users." 

The subcommittee, in a report to the SHARE FORTRAN 
Committee dated April 10, 1959, published the following con­
clusions: 

"1) There is an immediate need and a future need for a 
709 Fortran operating system 

2) This immediate need may be met by the distribution 
and maintenance of the North American Load and 
Go System, * NA 308.9, but containing the modifica­
tions listed in the addendum to this report, as a part 
of 709 Fortran 

3) The question of operating Fortran within the SOS 
System should be reviewed by Share and IBM. 

* This name is North American's, and not that of the 
subcommittee. " 

The addendum listed 12 areas for which there were to 
be modifications made by IBM. These were not detailed 
specifications, but rather suggested an "approach that will 
insure no additional difficulty for installations whose prior 
experience or new plans makes use of the North American 
System without modification unacceptable, and should allow 
future expansion in the direction of a single overall operator." 
(The term "operator" was used to mean operating system, or 
monitor; that is, a computer program taking over some of the 
traditional tasks of the computer operator.) 

The report went on to express puzzlement over "the 

proper place of SOS in relation to Fortran," and concern over 
whether "SOS will be efficient for Fortran users, since much 
of the design philosophy of SOS was based upon need for 
the correcting of coding errors, which Fortran does not pro­
duce .... " Additional concerns about SOS/FORTRAN con­
vergence were expressed, and a requirement was given for an 
assembler to produce relocatable output, "since relocatable 
information is implicitly a present adjunct to the operation 
of Fortran II." This was a reference to the ability, with 
FORTRAN, to independently compile relocatable sub­
routines that could subsequently be included in different 
FORTRAN program executions, by means of the BSS loader. 

The author's records are somewhat blurred with respect to 
official SHARE acceptance, or lack thereof, of this recom­
mendation. They do include a few long and thoughtful letters, 
pro and con. On the con side, some thought that each instal­
lation had its own unique requirements, and that standard­
izing would be counterproductive, and would divert IBM's 
FORTRAN system programming resources from other im­
portant requirements. Of course, the fact that this system 
would be parochial to FORTRAN, and not usable for other 
application, was a major concern. SOS boosters, of course, 
wanted FORTRAN to run as a part of SOS. 

For IBM's part, they expressed willingness to proceed with 
the work, but on a very limited basis. IBM did have, after all, 
a department developing SOS, which was still the recognized 
SHARE operating system, and it was not considered the 
mission of the FORTRAN group to develop operating sys­
tems. In fact, the assignment to accomplish this was given 
to the author, as a short-term, part-time task. The "IBM 709 
FORTRAN Monitor System" was distributed to SHARE 
members around Christmas, 1959. 

FMS HISTORY ... 1960-1962 

The IBM 709 FORTRAN Monitor System initially distrib­
uted to SHARE members was extended beyond the North 
American system, in that an assembler, called FAP (for 
FORTRAN Assembly Program) was included with the sys­
tem. This assembler was provided to IBM for this purpose by 
the Western Data Processing Center (University of California 
in Los Angeles), along with an excellent manual. This FAP 
was based, to the author's recollection, on an assembler de­
veloped earlier by Bell Laboratories, as a part of their own 
monitor, BESYS. FAP produced relocatable output in BSS 
format, so FAP program segments (subroutines) could be 
easily mixed and matched with those produced by the FOR­
TRAN compiler. 

In addition, modifications that North American had made 
to the compiler itself were removed, and the necessary mon­
itor functions were isolated in monitor modules themselves, 
so that the compiler could be used in a conventional mode 
(non monitored) by customers who desired to do so. Monitor 
functions were isolated and documented with a view toward 
installation customizing, or incorporation into their own mon­
itor. Areas were made available in monitor modules for instal­
lations to install their own extensions, primarily for account-



ing purposes. Various enhancements in usability and flex­
ibility, as requested in the subcommittee report, were made. 
Apart from the inclusion of FAP, however, the major func­
tions were essentially those of the North American System. 

Monitor Operation 

Because main memory was so limited, the monitor modules 
were not present during compilations, assemblies, and object 
program execution. (An exception was that certain monitor 
linkage functions were packaged as optional library sub­
routines loaded with object programs.) The compiler and 
assembler were essentially "unaware" of the presence of the 
monitor. At the completion of a compilation or assembly, the 
compiler or assembler simply passed control to the next pro­
gram (record) on the system tape. This was done in the same 
manner that control was passed between phases within com­
pilation or assembly-via a tiny program in lower memory 
called "1 to CS." This program was only a few instructions 
long; it simply loaded the system program at the current 
system tape position into memory and passed control to it. In 
addition, a few words of memory with "1 to CS" were re­
served by the monitor for job status, and for use by individual 
installations for accounting information. 

Thus, the monitor modules were strategically placed on the 
system tape, to be brought in only on transition between job 
steps. 

Job definition was controlled by control card images on the 
input tape. At the beginning of each job there was a "sign-on" 
card. Installations could customize the information on the sign 
on card, and could add logic to the monitor module that 
processed it, to perform accounting functions (e.g., billing by 
department for machine usage). 

After the sign-on card were all the input data for the job, 
separated by appropriate control cards interpreted by the 
monitor. This could include FORTRAN source programs, 
FAP source programs, object programs (in BSS relocatable 
format), and input data for the execution phase of the object 
program. Execution phases were optional; that is, the job 
could consist of all compilations and assemblies. Similarly, the 
job could be execution only, or could be a mixture of com­
pilations and/or assemblies followed by an execution phase. 

When all compilations and assemblies (if any) for a job 
were completed, the monitor would load the (relocatable) 
segments of the job, load all library routines required by the 
job, and pass control to the main program of the job. When 
the program completed, the monitor would regain control and 
process the next job. 

If the job was a "chain" job, the monitor would "load" each 
chain link, resolving all relocatable references, and write the 
"loaded" chain link to tape, with proper identification, and 
begin processing the next chain link within the job. Each chain 
link was like a "job" in itself, in that it could contain a mixture 
of compilations and/or assemblies and relocatable object code 
segments. 

During an execution phase, selective or complete dumping 
of program and/or data areas could be performed via monitor 
library routines. 
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Source Language Debugging 

In 1961, source language debugging capability was added to 
the monitor. This work was done by a select group of SHARE 
members, headed by Bill Heffner, then of General Electric, 
and integrated into the system by IBM. Source language de­
bugging was a natural outgrowth of the BSS architecture. 
Adding symbol tables to BSS "decks" for internal variables, 
as well as already existing symbol tables for external names, 
was done in the compiler assembly phase, on option. This 
provided a platform for run-time monitor routines that 
performed snapshots of requested variables, (using source 
program symbols and indices). This feature had been long 
demanded by users and was a welcome addition. 

Acceptance by SHARE 

Up to the time the initial distribution of FMS was made, 
there was considerable reluctance within SHARE to formally 
endorse it (it was never officially endorsed, to the author's 
knowledge). At the February, 1960 SHARE meeting, it was 
duly noted that the distribution had occurred, but there had 
been such little experience with the system at that time that 
there was little discussion of it (or at least within the author's 
records). By the time of the next semiannual meeting, how­
ever, correspondence and minutes indicate that FMS was a 
"taken for granted" standard part of the FORTRAN environ­
ment, and polls indicated that FMS was almost universally in 
use. Lobbying for enhancements to the monitor became as 
commonplace as lobbying for compiler enhancements. 

In 1961, a resolution was passed to remove the capability 
for non-monitored operation. User questionnaires indicated 
that a vast majority of overall 709 and 7090 usage was in 
FORTRAN, and that 76 percent of the installations used the 
FORTRAN Monitor System distributed by IBM. A few of the 
more progressive installations had made the FORTRAN 
monitor system a subsystem under the control of a "master 
monitor ," that could also invoke other monitors for non­
FORTRAN applications. 

Incremental performance and functional improvements 
were made to FMS, including its integration into "IBSYS" 
(an IBM "master monitor") in 1962. 

FMS INTEGRATION AND EVOLUTION ... 1962 ON 

IBSYS 

Once FMS was in wide usage, IBM realized that it must de­
velop and generalize operating systems including FMS func­
tions. In 1962, IBM introduced a "master monitor" (IBSYS) 
that included FMS as a subsystem, along with Commercial 
Translator (IBM's entry into Business Oriented Languages), 
a buffered Input/Output Control System (7090 IOCS), and 
additional applications, such as tape sort and report gener­
ation. Additional subsystems were added over time. Provi­
sions were made for optional FORTRAN usage of IOCS, to 
trade main memory for increased Input/Output performance. 



820 National Computer Conference, 1987 

IBSYS provided a number of services, including centralized 
110, dynamic device and channel allocation, centralized ac­
counting, and uninterrupted flow between the various "sub­
systems." In this environment, FMS still performed basically 
the same functions as before, but could coexist more easily 
with other software packages. In addition, by channeling 110 
through IBSYS, the support of disk storage (the IBM 1301) 
and new magnetic tape architecture was readily accomplished. 

[BlOB 

In 1963, IBM made FORTRAN IV (a new FORTRAN 
compiler) available. A new Monitor System, called IBJOB, 
was used with FORTRAN IV. In IBJOB, more software 
systems, including non-FORTAN languages and shared 
common run-time linkage and relocation architecture, and a 
more generalized program overlay structure, organized along 
tree structure concepts was available across this spectrum. 
IBJOB in tum ran under IBSYS, and so could coexist with the 
FORTRAN II FMS subsystem at that level, along with other 
subsystems. FORTRAN IV, and the IBJOB monitor, in ac­
cordance with agreements between IBM and SHARE, sacri­
ficed compatibility with FORTRAN II and FMS, in exchange 
for language and operational improvements. FORTRAN II 
FMS continued to be distributed and maintained, therefore, 
to support existing FORTRAN II and FMS applications. 
Many SHARE members who purchased IBM's S/360 systems 
in the late 1960s continued to run these new systems in 7000 
series emulation mode for several years, continuing to operate 
with FMS, IBJOB, IBSYS, and/or their own monitor systems 
and subsystems. 

RETROSPECT 

The FORTRAN Monitor System, together with its follow-on, 
IBJOB, and complementary system, IBSYS, served practical 
roles as "workhorse" systems for IBM's 704/9/90 series 
FORTRAN users throughout the 1960s decade. Their fea­
tures (some of which were derived from FORTRAN II link­
age concepts) laid foundations for the incorporation of similar 
features (now taken for granted) in subsequent operating sys­
tems. For example: 

1. The Binary Symbolic Segment relocatable object pro­
gram architecture concepts are still used in modern oper­
ating systems, as are the source language debugging aids 
built on them; the IBJOB extensions to this for auto­
matic overlays during execution (replacing the FMS 
chain link concept) were carried into IBM Systeml360 
operating systems until the advent of virtual memory 
hardware/software systems. 

2. The concatenation of batch job steps in FMS has been 
carried forward and refined in all major modem oper­
ating systems. 

3. The concepts of 110 resource allocation and control in­
troduced by IBSYS are still present in modem operating 
systems. 

These were important steps in the evolution of operating 
systems, and helped provide a productive application environ­
ment for emerging large system computer users in this period. 
The major impetus in the growth of these systems came from 
the users, through the good communication of the SHARE 
organization. The author is glad to have been a part of this 
early segment of operating systems history. 



SMALL BUSINESS DAY 
SHELDON GOLDBERG 

S. Goldberg and Associates 
Morton Grove, Dlinois 

The Small Business Day sessions offer a complete automation seminar for small business 
owners or managers contemplating installation or upgrade of a computer system. Learn what 
a computer can do for your business and how to maximize return on investment for your 
computer system. You need to know about automation as a solution for your business 
problems if you want to stay in business. The Small Business seminar tells you why you should 
automate, helps you decide what to automate, and explains how to proceed so you can begin 
immediately. 

The first session features practical advice on how to find the resources you need as you 
define your automation needs. It also explains how to get financial assistance for funding 
computer hardware, software, and consulting services. Other sessions arm you with the facts 
you need to be an informed buyer. The sessions strip computer automation of its technical 
armor by describing it in practical small business user terms. Learn what steps to take and 
how to proceed in a manner that keeps you in control. 

The final session addresses specific needs for specific industries, focusing on requirements 
for real estate offices, medical and dental practices, restaurants, hotel/motel operations, 
distributors, and small manufacturers. The session provides advice on how to get the com­
petitive edge in your industry and how to avoid the pitfalls that have left many small business 
owners wondering where they went wrong. The complete four-session seminar provides 
scores of practical tips for getting the most from your automation plans, streamlining your 
computerization, and reducing your automation costs. 
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