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The following list indicates which error codes may occur in specific 
situations. 

Situation Error Codes 

Connect Initiate rejected 1, 2, 3, 4, 5, 6, 32, 
33, 34, 36, 38, 39, 43 

Connect Confirm rejected 35, 37, 38, 41, 43 

Disconnect sent 1, 2, 3, 4, 5, 6, 8, 24, 32, 33, 34, 36 
37, 38, 39, 40, 41, 42, 43 

Notes: 

1. Error Code 0 should be used for Disconnect Initiate Messages 
that result from a synchronous disconnect request from the 
dialogue process. Error Code 9 should be used for Disconnect 
Initiate Messages that result from a link abort request from 
the dialogue process. 

2. Error 8 should be used when an operator or some system 
process has the capability to disconnect logical links. 

3. Error 24 should be used for the following error conditions: 

4. 

5. 

a. The FCVAL field received in a Link Service Message for a 
data subchannel that is segment flow controlled would 
result in a cumulative count of segment requests greater 
than +127 or less than -127. 

b. The FCVAL field received in a Link Service Message for a 
data subchannel that is message flow controlled was 
negative, or would result in a cumulative count of 
message requests greater than +127. 

c. The FCVAL field received in a Link Service Message for a 
data subchannel that is not flow controlled is non-zero. 

d. The FCVAL field received in a Link Service Message for 
the Interrupt/Link Services subchannel was negative, or 
would result in a cumulative count of interrupt message 
requests greater than +127. 

Error 43 should be used for illegal image fields, not error 
34. 

Examples of the use of Error 36 are: 

a. Account not authorized for specified RQSTRID. 

b. Balance of the account insufficient to allow new 
connection. 

This error should not be used for an illegal image account 
field. This is covered by Error 43. 
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6. Error code 40 should be used for the following error 
conditions: 

a. Data message received on a message flow cQntrQlled link 
when the request count is zero. 

b. Interrupt Message received when the interrupt request 
count is zero. 

Note that data may be received on a segment flow controlled 
link when the request count is zero or negative. 

7. Error code 43 applies to process descriptors, RQSTRID, 
PASSWORD, ACCOUNT, and USRDATA in Connect Initiate Messages 
and the DATA field in a Disconnect Initiate Message. It does 
not apply to image fields in route headers or in Node 
Initialization Messages. 
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APPENDIX E 

TASK-TO-TASK INTERFACE REQUIREMENTS 

El.0 INTRODUCTION 

This appendix describes the task-to-task interface common to all 
operating systems that implement DECnet. The interface serves to make 
a subset of the facilities provided by the logical link control layer 
available to users in a consistent fashion. Any system claiming to 
support DEC net task-to-task operation must provide the functions 
presented below. 

E2.0 GOALS 

In defining a common subset interface, the following goals should be 
met: 

1. Provide a common subset of task-to-task functions across all 
operating systems. 

2. Ensure that users of the task-to-task interface can write 
applications that can communicate in a heterogeneous network. 

3. Guarantee that users of the task-to-task interface do not 
jeopardize the integrity of the network. 

4. Allow for the upward compatible extension of the interface in 
future releases of the operating systems and DECnet. 

E3.0 FUNCTIONS AND PARAMETERS 

This following section lists the functions and parameters that must be 
made available to the dialogue process. Input parameters describe 
information given to NSP by the dialogue process; output-parameters 
describe information given to the dialogue process by NSP. 
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E3.1 Connect Request 

Input parameters: 

Destination Node Name 
Destination Process Identifier 
Access Control Data 
User Data Sent 

Output parameters: 

Connect Accept, Connect Reject, Rejection by destination 
node indicator 

User Data Received 

The destination node name is a printable ASCII character string that 
specifies the target node for the logical link. The interface must 
provide for a string length of six characters. The printable ASCII 
characters in this string are limited to numeric and upper case 
alphabetic characters. 

If the destination node name is less than six characters in length, 
the way in which significant characters are defined in this field is 
implementation-dependent. 

The destination process identifier addresses a dialogue process in the 
target node to which the request for a logical link should be 
forwarded. This parameter consists of three subfields: 

Format Identifier 
Object Type Number 
Object Descriptor 

Collectively, these fields address either a unique dialogue process or 
a generic capability in the target node. See Section 2.4.2 for 
further definition of these fields. The interface must provide for a 
format identifier, an object type number, and up to 16 bytes of 7-bit 
ASCII. The interface must also provide a means whereby the length of 
the ASCII data can be supplied. 

The access control data is used by the target node to determine 
whether the source process has sufficient privilege to access the 
destination process. The access control data consists of these 
subfields. 

Requestor ID 
Password 
Accounting Information 

In systems where access control is not provided below the user level, 
the interface must provide for up to 16 bytes of Requestor ID, an 
8-byte binary password, and up to 16 bytes of Accounting Information 
string. The interface must also provide a means whereby the length of 
the Requestor ID and the Accounting Information can be supplied. In 
systems that provide access control below the user level, access 
control information need not cross the subset interface. User data 

. may be up to 16 bytes in length. 
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The Connect Request operation can complete in at least three ways~ a 
rejection by the target node, a rejection by the addressed process, or 
an acceptance by the addressed process. The interface must guarantee 
that these three conditions are distinguishable, and, when the 
connection is rejected or accepted by the destination process, any 
data provided by the Connect Accept or Connect Reject (up to 16 bytes) 
is returned to the source process. 

E3.2 Receive Connect Request 

Input parameters: 

buffer to receive output parameters 

Output parameters: 

Source node name 
Source process identifier 
Access control data 
User data 

The parameters returned to the dialogue process have the same 
interpretation as do the corresponding destination parameters for 
Connect Request. 

Access control data may not be returned to the dialogue process in 
systems that provide access control validation below the user level. 

It is not mandatory that a destination process issue a "Receive 
Connect Request" prior to the sending of a Connect Request by the 
source process. The purpose of defining a Receive Connect Request 
function is to guarantee that the destination process is provided a 
mechanism to retrieve information about and from the calling process. 
It may be a requirement in some systems that a network set-up command 
be issued to provide the process name of the receiving process. 

E3.3 Connect Accept 

Input parameters: 

User data 

User data may be up to 16 bytes in length. The decision whether or 
not to pass the data must reside with the process that initiated the 
connect request. 

E3.4 Connect Reject 

Input parameters: 

User data 

The same considerations apply as for user data on Connect Accept. 
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E3.5 Disconnect (Synchronous with Data) and Abort 

Input parameters: 

User data 

User data may be up to 16 bytes. in length. If the disconnect 
operation completes normally, the data is delivered to the target 
dialogue process; otherwise, the process initiating the disconnect is 
notified of the abnormal condition. The target process must be 
informed of the type of disconnect: 

a. by partner's disconnect 

b. by partner's abort 

c. by NSP 

There is no way to guarantee that the target process will correctly 
process the data. We do however, want to guarantee that if the user 
detects the disconnect, that user will receive any data sent. with that 
disconnect. 

( 

The tw.o processes that have a link between them must cooperate in ( 
order to use' the synchronous. disconnec~ without a· deadlock. 
Specifically, the synchronous disconnect request should normally. be 
made by only one of the processes. If each process has sent data and 
then requests a synchronous disconnect before the data is 
acknowledged, then the link will never disconnect, because ~ach end of 
the link will be negatively acknowledging received data while waiting 
for positive acknowledgment of transmitted Qata before allowing the 

.disconnect to occur. 

E3~6 Transmit Data 

The parameters are as follows: 

Dialogue process data 
End of dialogue message indicator 

E3.7 Receive Data 

The Receive Data parameters are as follow's: 

Dialogue process data 
End of dialogue mes~age indicator 

The subset interface provides the user with an interface. for 
transferring dialogue messages to a remote user. Depending on 
implementation and operating system requirements, users associate one 
or more transmit data requests with a logical unit of informatipn. 
This unit of information is presented to the target process so that it 
is meaningful in the context of the operating system at the target 
node. Thus, a transmitting process is assured that a dialogue message 
sent appears as 'a dialogue message received, regardless of the 
specific system implementation. 
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Two generic mechanisms for transmission and rec~ption of data have 
been identified: 

1. One dialogue message in one buffer. 

2. One dialogue message spans multiple buffers. 

In the first form of interface, end of message is implied for each 
request and therefore does not explicitly appear at the interface. On 
transmit, each request results in one or more NSP segments being 
transmitted, with the end of message indicator set in the last NSP 
segment. The source process is notified that the request is complete 
when the dialogue message is received by the destination NSP or that 
the source NSP has buffered the message and will ensure its delivery. 
On receive, segments are assembled into dialogue messages such that 
they always start at the beginning of a buffer. The destination 
process is notified only when the end of a dialogue message is 
received or when the buffer overflows. In buffer overruns, the excesS 
data is lost, and the user must be notified or the condition. 

In the second form of the interface, where one dialogue message spans 
multiple buffers, end of message is explicitly specified by the User. 
The size of each buffer is not specified, but may be restricted in 
some systems to the size of the block that can be sent on the physical 
link. Dialogue messages must always start on a buffer boundary. 

There is no defined relation between user requests 
interface and the use of flow control mechanisms by 
there is no defined user request that is guaranteed to 
send a Link Services message. 

E3.8 Transmit Interrupt Data 

Input parameter: User Data 

to the user 
NSP. That is, 
cause NSP to 

User data may be up to 16 bytes in length. 
cannot be sent, the user must be notified. 

If the interrupt data 

E3.9 Receive Interrupt Data 

Input parameters: Buffer to Store Interrupt Data 

Output parameters: User Data 

User data may be up to 16 bytes in length. Each operating system must 
provide a mechanism for passing unsolicited interrupt messages to 
users. Ideally, receipt of an interrupt message should interrupt the 
destination process, but this is not possible on all systems. If 
interrupt is impossible, the interrupt message should be placed ahead 
of all data in the target's receive queue. 
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APPENDIX F 

PHASE II INTERCEPT OPERATION 

Fl.O TOPOLOGICAL RESTRICTIONS 

This operation pertains only to a Phase II intercept node. Such a 
node is topologically restricted to being the center of a "star" 
network configuration. The term "satellite" refers to any node in 
such a configuration other than the center of the star. All 
satellites in such a configuration must be Phase II implementations 
without intercept. 

F2.0 PURPOSE OF THE INTERCEPT NODE 

The primary purposes of a Phase II intercept node are to: 

1. inform a source satellite if a destination satellite to which 
a Connect Initiate Message has been sent is inacessible; 

2. forward NSP data messages to existing satellites; and 

3. inform a given satellite if a second satellite with which the 
given satellite was communicating has become inaccessible. 

F 3.0 OPERATION OF A PHASE II INTERCEPT NODE 

( 

( 

( 

Intercept operation occurs when one satellite establishes a logical 
link (or attempts to establish a logical link) with another satellite. ( 
For each logical link, the intercept node must establish a data base ' 
containing: (a) the identity of each satellite; (b) the logical link 
address by which each satellite identifies the link; and (c) the 
state each satellite perceives the logical link to be in. 

The operation of the intercept node is summarized by the following 
rules: 

NOTE 

The operation described below applies to 
intercept operation only. The intercept 
node operates on a logical link between 
itself and any satellite as a normal 
Phase II implementation. In particular, 
note 6 is intended to describe the 
operation of an intercept node that 
receives a Data Message without a RTHOR 
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destined for a satellite. It is 
acceptable to receive a Data Message 
without a RTHDR destined for the 
intercept node itself. In this case, 
the operation of the intercept node is 

as described in the main body of this 
specification. 

1. When the intercept node detects a protocol error on the part 
of a satellite, it reinitializes the physical link to the 
satellite. See note 2. 

2. When a satellite becomes unreachable (either because of a 
failure or reinitialization of the physical link to it) all 
logical links that terminated in the satellite are examined. 

If the logical link is not in the CIR state from the point of 
view of the other (still reachable) satellite, then a 
Disconnect Initiate Message is sent to the other satellite. 

If the logical link is in the CIR state from the point of 
view of the other (still reachable) satellite, then the data 
base for the logical link is marked as "disconnect required". 

If the other satellite in which the logical link terminated 
is unreachable, the data base for the logical link is removed 
or initialized to an "available for new logical link" state. 

3. When a Connect Initiate Message is received from a satellite, 
the DSTNODE field is examined. If the field contains the 
name of a reachable satellite, then the message is sent to 
that satellite. If the field contains a name that is not 
equal to the name of a reachable satellite, the intercept 
node returns an appropriate Disconnect Confirm Message to the 
sender with a REASON code indicating that the destination is 
inaccessible. 

4. When a Connect Confirm Message is received from a satellite, 
the logical link to which the message applies is ascertained 
by examining the DSTNODE and DSTADDR fields. If this cannot 
be done, the sender has committed a protocol error. If it 
can be done, the logical link data base is examined. If the 
logical link is marked as "disconnect required", an 
appropriate Disconnect Confirm Message is returned to the 
sender with a REASON code indicating that the destination is 
inaccessible. Otherwise, the message if forwarded to the 
destination satellite. 

5. When an NSP message other than a Data Message Interrupt 
Message, Link Service Message, or Acknowledgment Message is 
received from a satellite, the message is forwarded to the 
destination satellite if it is reachable; otherwise, the 
message is discarded. Notes 3 and 4 apply, however. 

6. When a Data Message Interrupt Message, Link Service Message, 
or Acknowledgment Message is received from a satellite it is 
examined. If it has a RTHDR, it is handled as any other NSP 
message (see note 5). If the message has no RTHDR, the 
destination satellite, is ascertained by exam1n1ng the 
SCRADDR field. If the destination satellite cannot be 
ascertained (because the SRCADDR field contained an unknown 
logical link address), then the sender has committed a 
protocol error; otherwise, the Data Message is forwarded, as 
is, to the appropriate destination satellite. 
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APPENDIX G 

REVISION HISTORY 

This appendix describes the general changes in NSP since the version 
(generally referred to as Version 1.0) that was specified in "Design 
Specification for Network Services Protocol", dated 10 July 1975. 

Because there have been several major changes to NSP since Version 1, 
and because no previous versions have been standardized, the changes 
discussed in this appendix are the general, functional changes to NSP 
rather than specific, operational changes. In particular, no details 
of changes to message formats are described. The changes are 
described according to category (i.e., existing features revised, new 
features added, old features removed). 

Existin~Features Revised: 

1. Process addressing has been enhanced from a form that was 
oriented toward RSX-IIM to a more general form. 

2. Operation has been described in terms of state tables. 

3. Some message types were removed as redundant since the 
functions performed by the removed types were ascertained via 
the state tables to be performed by other message types. The 
message types removed were Connect Reject (by NSP) , 
Disconnect Reject (by user), and Disconnect Abort. 

4. The routing information that may be included with a message 
has been changed to allow routing by ,name only. 

5. Flow control on a logical link was enhanced to add "on/off" 
control and to allow request counts to be applied to messages 
or segments or to not be applied at al11 furthermore, when 
request counts are used, they are always incremental. In 
Version 1, request counts for a logical link were always 
required, applied only to data messages, and were incremental 
for "unnumbered" logical links and ielative to acknowledgment 
numbers for "numbered" logical links. 

6. Flow control information flows on a numbered data subchannel 
rather than via unnumbered control messages. As a result, 
the Request Link Status message type and the Confirm Request 
Count message have both been removed, and the Link Status 
message type has been replaced by a Link Service Message 
type. 



7. The restriction of a maximum of 16 segments per message has 
been removed. There is no maximum currently. 

8. Message blocking has been removed. 

9. The disconnect function on a logical link became an abort 
function. 

10. Interrupt message transfer has been put under flow control. 
In Version 1, there was no control over the flow of interrupt 
messages. 

New Features Added: 

1. Negative acknowledgment of data segments was added. 

2. The synchronous disconnect function on a logical link was 
added. 

3. Access control information has been added to the Connect 
Initiate Message. 

4. A procedure for initializing two adjacent nodes was added. 

5. The general intercept concept and the operation of Phase II 
intercept were added. 

Old Features Removed: 

1. Message tracing (which was only loosely defined in Version 1) 
was removed. 

( 

( 

2. Adaptive routing (as a possible function of NSP) was removed. 
As a result, the routing path message type was removed. ( 

3. The echo maintenance function was removed. As a result, the 
Echo message type and Echo Reply message type were removed. 

4. The Error Message was removed. 

5. The ability to determine remote node configuration was 
removed from NSP. As a result, the Request Configuration 
Message type and the Configuration Message type were removed. 
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